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Preface

This volume of the LNCS series is a collection of papers presented in oral sessions
at the Fifth International Conference on Smart Homes and Health Telematics
(ICOST 2007) held in the ancient cultural city of Nara, Japan.

ICOST started in 2003 with the theme “Independent living for persons with
disabilities and elderly people” and since then we have continuously provided
a meeting place where researchers, practitioners, developers, policy makers and
users meet to discuss a wide spectrum of research topics related to smart homes
and services. Consequently, we feel that the participants of ICOST can share
information on the state of the art, exchange and integrate different opinions
and open up to collaboration.

Technologies are progressing persistently. Because of this progress, especially
in the area of information and communication technologies, we believe that it
is time to view the smart home technologies from a wider perspective and we
have extended the focus of ICOST 2007 to “Pervasive Computing Perspectives
for Quality of Life Enhancement.” This theme has two meanings. One is how to
construct pervasive computing environments as a common worldwide technology.
The other is to examine in depth the definition of quality of life for different
people.

Under the wide conference theme, we received 81 submissions. Through care-
ful reviewing, we accepted 25 papers for oral presentations resulting in an accep-
tance rate of about 30%. Each paper was reviewed by at least two international
reviewers and scored accordingly. Based on the scoring and all review comments,
25 papers were finally accepted to be included in this volume.

We would like to thank the Program Committee members for their hard work
in reviewing papers within a very tight time schedule. We greatly appreciate all
the Organizing Committee members who devoted their time in preparing and
supporting this conference. Also, we would like to thank all the authors, the
session chairs, the reviewers and all contributors to this conference who helped
make it such a success.

June 2007 Tatsuya Yamazaki
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Toward a Desirable Relationship of Artificial Objects and 
the Elderly: From the Standpoint of Engineer and 

Psychologist Dialogue 

Kotaro Matsumoto and Goro Obinata 

EcoTopia Science Institute, Nagoya Univ., Furo-cho, Chikusa-ku, Nagoya-city, Japan 
k-matsumoto@esi.nagoya-u.ac.jp 

Abstract. In this paper a psychologist discusses the desirable relationship 
between the elderly and Artificial Objects based on some questions raised by an 
engineering researcher. Concretely, the paper discusses the differences between 
Objects, Machines, and Artificial Objects. Through this, it reveals the 
characteristic of Artificial Objects and presents the following four points that can 
be potentially problematic with respect to the relationship between such objects 
and the elderly. Moreover, these points should also be kept in mind by 
engineering researchers when developing Artificial Objects. 1) Artificial objects 
move autonomously, and therefore users can not take the role of initiator. That is, 
people must accommodate to artificial objects. 2) Artificial objects still only have 
a limited learning ability for creating relationships with their users, including the 
understanding of contexts and a shared history not unlike that between people. 3) 
Even with increased leaning ability as a result of increased efficacy and expanded 
operating capacity, which in turn leads to the creation of better relationships 
between artificial objects and persons, there are limitations to such relationships. 
4) There is a need to point out the problem of initially focusing too heavily on the 
functions that artificial objects should have. Especially for the elderly, engineers 
should take time to consider the relationships of dependency that the objects they 
design will gradually foster over time.  

Keywords: Artificial Objects, The elderly, Psychologist, Difference. 

1   Introduction: The Day Prof. Obinata Asked Me Some Questions 

One day, I was asked the following questions from Prof. Obinata, a researcher in 
engineering.  

・ Why do people interact with “Artificial Objects” modeled on algorithms? 
・ Are there no (ethical) problems with respect to artificial objects becoming play 

companions for people? 
・ Is it not an emergent problem that artificial objects have started to look as if 

they have their own intentions, that they can monitor us, or that they can 
suggest things to us? 

・ In what directions can we take the design of artificial objects in response to the 
various needs and characteristics of the elderly? 
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・ For example, auto-mobile manufacturers are not liable for car accidents. On 
the other hand, in the case of robotics it is generally thought that the 
manufacturers will assume liability in the case of accidents. But where does 
this difference come from, as both types of accidents are basically the same, 
i.e., between persons and objects. How can we approach this issue, therefore, if 
we cannot designate a clear difference between the two?  

・ During the intervention of artificial objects, users may experience drawbacks 
or problems that would not qualify as accidents. For example, the more 
effective artificial objects accomplish work tasks the more the elderly may 
become inactive. To what extent should we take such possibilities into 
consideration? 

Presumable a lot of thoughtful engineers have questions such as these. In this paper 
I will try to respond to these questions because I am a psychologist who focuses on 
the relationship between the environment and the maintenance of the QOL of the 
elderly. But as these themes have yet to be explored thoroughly in research, it is 
impossible to respond to all of them at once. With this understanding, I wish to start 
exploring the answers to these questions. This paper, therefore, will attempt to reveal 
the characteristics and differences among objects, machines, and artificial objects.  

First, I give a brief definition of objects, machines, and artificial objects. 

Objects: Objects are the general objects around us, such as pens, coats, stones, and 
plants, etc.  

Machines: Machines are devices and objects comprised of machinery, such as 
personal computers, cars, and vending machines, etc.  

Artificial Objects: Artificial objects are machines that are either autonomous or 
make us believe that they are. More concretely, these comprise robotics. Here it is 
noteworthy to mention why the words “artificial objects” is used here and not AI 
(Artificial Intelligence). First, the concept of AI has various meanings, and it is not 
exactly clear to what it precisely refers. Second, it is not the theme of this paper to 
compare the intelligence of machines with that of humans. Rather, I intend to discuss 
the differences of objects and machines. Moreover, AI research tends to have the tacit 
purpose of recreating human intelligence. That is the chief difference between this 
investigation and AI research, as I wish to discuss whether artificial objects can serve 
to enrich a person’s life, and if so, in what direction future progress should take. 

In the next section, I discuss the differences between machines and objects, and the 
differences between artificial objects, machines, and objects. 

2   Objects 

2.1   Primitive Relationships Between Objects and Persons 

When trying to understand the primitive relationships between objects and persons, 
one can begin with a discussion of “transitional objects.” This term was introduced by 
Winnicott, a psycho-analyst who wrote about his vast clinical experience. Winnicott 
understood the relationship between mother and child as one of “dependency.” For 
example, infants do not release their teddy bears or blankets because such things help 
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to decrease their “separation anxiety” from their mothers on their developmental 
course of transition from “absolute dependency” (six months before) to “relative 
dependency” (about one year). The teddy bear or blanket then becomes the 
“transitional object” (Winnicott, 1974). 

The phenomenon described by the term “transitional object” suggests that objects 
can function as substitutes for one’s mother in terms of being deeply dependent on 
them. Accordingly, care must be taken to insure that such objects are not just random 
objects because not all objects carry the substitutive function of “transitional object” 
for infants. 

As described above, “transitional objects” show the possibility to function as 
substitutes for persons. Next, I will discuss whether human cognition (and especially 
that of infants) is divided according to persons and objects. Johnson and Motion 
carried out an experiment to see if infants can discern between “direct faces” and 
“averted faces,” that is, faces looking at them and faces looking away from them, 
respectively. Results of the experiment showed that two-month old infants gazed at 
the “direct face” for longer periods of time, while five-month old infants gazed at the 
“averted face” for longer periods of time. These results were interpreted to mean that 
two-month old infants prefer to look at “direct faces” while five-month old babies 
prefer to look at “averted faces.” Moreover, as a general conclusion, their results 
suggested that even newborns can distinguish between persons and others (Johnson & 
Motion, 1991). 

There is also the experimental paradigm known as the Turing Test, in which judges 
must determine whether things are persons or objects, similar to the abovementioned 
study. The Turing Test is famous as a measure of the ability to distinguishing between 
persons and machines/artificial objects. However, Searle has raised an objection to 
this paradigm and answered with his own thought experiment, known as the “Chinese 
Room.” Subsequently, other researchers have raised their own objections to Searle’s 
experiment, and therefore the argument about how to distinguish persons from other 
objects, including artificial objects, has yet to be settled (Russell & Norvig, 1997). 

The above discussion about the primitive relationships between objects and 
persons reveals the following three points: 1) there exists dependency between objects 
and persons, 2) not just any object can become a substitute, and 3) there are 
differences between persons and objects, but these differences are still unclear.  

2.2   Relationships Between Objects and the Elderly 

“Personal objects can play an important role in maintaining personal identity in late 
life and may function as a distinctive language for the expression of identity and 
personal meaning” (Rubinstein, 1987). For example, elderly persons with dementia 
often show the phenomenon known as the “delusion of theft,” which may emerge 
from a critical sense that the absence of objects (property) is a threat to their own 
sense of being. Further, it is easy to imagine that the identity of the elderly is in a state 
of diffusion during times of environment transit (e.g., when going from one’s home to 
a nursing home), when they can become deprived of objects. 

Next, I enumerate briefly some experimental research that has revealed the 
function of objects for the elderly. 
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1) Objects as a representation of the self or one’s life: “Different kinds of 
possessions tend to have different meanings and referents in the lives of the subjects” 
(Sherman & Newman, 1977); “Significant objects that refer to the self” (Rubinstein, 
1987). 
2) Objects as opportunities or mediation to act-poiesis: “Significant objects of 
giving and receiving”(Rubinstein, 1987); “Significant objects of care” (Rubinstein, 
1987); “The sensuousness of objects” (Rubinstein, 1987). 
3) Objects for mediation with others: “Connections to others” (Rubinstein, 1987); 
“Relative to men, significantly more women had cherished possessions and were 
more likely to associate them with self-other relationships” (Wapner, Demick, & 
Redondo, 1990). 
4) Objects as representations of the past: “Significant objects as representations of 
the past” (Rubinstein, 1987); “Possessions served the major functions of historical 
continuity, comfort, and sense of belonging” (Wapner, Demick, & Redondo, 1990); 
“They (cherished objects) seemed to serve as reconstructive symbols in the lives of 
the older persons. A significant positive relationship was found between memorabilia 
and mood” (Sherman, 1991). 
5) Objects as foundations for spending daily life smoothly: In cases when elderly 
do not have any of the objects listed above in 1) to 4), the following results have been 
reported. “The lack of a cherished possession was associated with lower life 
satisfaction scores” (Sherman & Newman, 1977); “Significant objects as defenses 
against negative change and events” (Rubinstein, 1987); “Relative to those residents 
without cherished possessions, those with possessions were better adapted to the 
nursing home” (Wapner, Demick, & Redondo, 1990). 

Rowles, Oswald, and Hunter (2003) and Sherman and Dacher (2005) have noted 
that cherished objects do not exist alone, that is, they suggest that it is necessary to 
broaden our view to “context of life” (e.g., home) when considering such objects. 
Objects comprise the very context of the daily lives of persons, and thus the meaning 
of such objects depends on the particular “context of life.” 

3   Differences Between Machines and Objects 

3.1   Definition of Machine 

First, I will enumerate the definition of machine briefly as follows. 

1) Machines work within an algorithm constructed by the machine’s designer. 
Machines need direct operation by their users, and they do not learn the 
characteristics of the user operations. 
2) There is a basic principle structure of input and output, that is, behaviorism. 
Moreover, machines exist independent of context. 
3) Machines are seen in terms of function and efficiency. Further, these qualities are 
used to compare machines to determine superiority. 
4) Machines of superior function and efficiency are valuable, that is, there is value in 
the progress of technology. 
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3.2   Differences Between Machines and Objects: First Discussion 

Let us now discuss the differences between machines and objects. I will cover the 
following three points: 1) Dependency, 2) Comparability, and 3) Context and History. 

1) Dependency. Machines work within an algorithm constructed by their designers. 
The fact that only designers partake in the construction of machines problematic as it 
means that users are left with basically no such opportunity and can therefore only 
operate the machines. In other words, the identity of the user does not matter. To 
think more about objects in this sense, let us examine a writing pen. Pens can be used 
in a variety of ways to write all kinds of characters and letters. For most users, some 
pens write well, and some write poorly. Indeed, the relationship between persons and 
pens depends on the act of writing, and therefore each relationship is unique. On the 
other hand, let us consider the word processing function of personal computers as a 
representative of machines. Of course just about anyone can use such machines, but 
the ways that letters can be typed are always the same, or at most they are limited to a 
certain number of typesets for each user. This is why persons and machines are not in 
a relationship of dependency. 

2) Comparability. Machines can make comparisons between other machines with 
respect to function and efficiency for determining superiority, and they can be 
substituted. However, a blanket that has become a “transitional object” can not be 
easily substituted because it has a unique touch and smell. Machines, on the other 
hand, can be replaced when they become broken, and new functions and high efficacy 
are considered to be positive changes.   

3) Context and History. Machines operate on the basic principle of behaviorism, and 
they are independent of context. Being the newest is valuable, that is, not having any 
history is a valuable trait with respect to machines. Designers can construct 
algorithms that include context and history to a certain extent. However, machines are 
still unable to cope with the various contexts in which we cope in our daily lives. The 
ability to cope in this way has been called “dexterity” (Bernstein, 1996). Because 
machines work by inner algorithms designed previous to their operation, the various 
surrounding contexts and states of being of others have no meaning for machines. 
That is to say, the subject is isolated. 

3.3   Differences Between Machines and Objects: Second Discussion 

In the first discussion, I discussed the differences between machines and objects, 
focusing mainly 1) Dependency, 2) Comparability, and 3) Context and History. The 
above views, however, do not always apply to the elderly. Specifically, some elderly 
do not welcome the introduction of new machines and struggle with them. For 
example, let us here consider the example of a television remote control. There are 
many buttons to learn when first using a remote control, and many of them are hard to 
understand. The more natural it becomes to press the buttons that one needs, the more 
easily the buttons that are unnecessary go overlooked. In this way, the person 
becomes accustomed to the remote control. 

The more a new remote controller is used, the more the unnecessary buttons go 
overlooked, as the user makes use of their experiences with the remote control and 



6 K. Matsumoto and G. Obinata 

learn to press only the necessary buttons. In this case of learning to use a remote 
controller, naturally, therefore, the machine and person are in a state of dependence, 
the machine can not be compared to others, and the relationship between the machine 
and person depends on context and history. Essentially, using a remote control is an 
act of dexterity and goes beyond simple behaviorism. With respect to the elderly, this 
may be also understood as the remote controller not being able to change easily to fit 
the needs of the elderly. Here, I believe that machines and objects can therefore be 
divided on the following two points.   

1) Results not open to change. Compared to objects, machines do not have open-
ended results. That is, the things that are realized by machine are all the result of pre-
decisions and are never indefinite.  

2) It is person that changes. Both objects and machines can become accustomed to 
persons. Machines, however, work only within the algorithm constructed by their 
designer. Objects, on the other hand, such as leather jackets, can change. Therefore it 
is the person that changes during interactions with machines. 

4   Differences Between Artificial Objects and Machines and 
Objects 

First, I enumerate a definition of artificial objects briefly as follows. 

1) Artificial objects can learn according to algorithms constructed by their 
designers. 

2) Many artificial objects operate on the basic principle of behaviorism, but a few 
depend on context to a limited extent. 

3) Artificial objects do not need direct operation by their users, and many of them 
operate autonomously. 

Let us now discuss the differences between artificial objects and machines and 
objects. Here I will introduce the following three points: 1) Learning, 2) Moving 
(Body), and 3) Context and Autonomy. 

1) Learning. Artificial objects are different from machines because artificial objects 
can learn in response to their being used even though they are limited by the range of 
their designer’s construction. For example, the more frequently we use artificial 
objects, the more exact and precise the response becomes. That is there is the 
possibility for constructing original relationships between artificial objects and users.  

2) Moving (Body). Originality is one of the most important characteristics of moving 
artificial objects. Artificial objects can appear to have an understanding of things 
when they autonomously move toward us. In the case of machines and objects, it is 
generally the person who moves. For example, if a car represents the machine, then 
the driver is the person. In the case of a talking vending machine, then the person as 
the moving person does not change. Artificial objects, however, move autonomously 
in much the same way as persons (or at least appear to do so). This is the difference 
between machines and objects.  
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Let us now discuss the type of robots designed for supporting rehabilitation that 
were created by Erikson, Mataric, and Winstein (2005). Their robots operate 
alongside persons engaged in rehabilitation, and they have the role of praising and 
encouraging each person’s achievements and reprimanding those who are lazy. In the 
videos of their study, situations can be seen in which a lady at work repeatedly gets 
irritated by the robots near her. To me, this is actually a very natural consequence of 
such an environment. 

3) Context and Autonomy. Most artificial objects must be pre-constructed to 
correspond to various contexts. There are many artificial objects, including many 
humanoid robots made to resemble machines, that look autonomous to us, but in fact 
they are just following the algorithms made by their designers. On the other hand, 
there are a few artificial objects, such as Brooks’ Creature, that correspond to the 
current surrounding context, although the physical environments in which it can 
operate are limited. Of course the intelligence of artificial objects still can not realize 
the ability to handle and deal with any kind of situation like a person. 

5   Conclusion 

In this paper I attempted to reveal the problem areas related to the elderly having to 
accept the introduction of artificial objects (i.e., humanoid robots and welfare robots) 
into their lives through a discussion of the following three types of “Environmental 
Objects”: Objects, Machines, and Artificial Objects. 

Based on this discussion, it can be said that the chief characteristics of artificial 
objects are that they 1) move autonomously without direct operation by users, and 
that they are 2) able to optimally respond to a limited range of user behavior by 
learning the characteristics of that behavior through interactions with the users. 

When compared to objects and machines, therefore, do these characteristics of 
artificial objects, therefore, not cause problems for the elderly when such objects are 
introduced into their daily lives?  

The above discussion leads to the following conclusion: 

1) Compared to objects and machines, artificial objects move autonomously and do 
not depend on the user, and therefore the user can not take the role of initiator. That 
is, persons must accommodate to artificial objects. 

2) Artificial objects still have a limited learning ability for deepening the 
relationship of dependency with their users, including the understanding of contexts 
and a shared history not unlike that between persons. 

3) Even with increased leaning ability as a result of increased efficacy and 
expanded operating capacity, which in turn leads to the creation of better relationships 
between artificial objects persons, there are limitations to such relationships, and in 
particular with respect to the elderly. Psychology has yet to identify the specific 
mechanisms of dexterity which allow one to ignore certain types of information (and 
forgetting memories at the same time) while picking up only that information which is 
meaning, as described by affordance theory.  

4) There is a need to point out the problem of initially focusing too heavily on the 
functions that artificial objects should have. Especially in case of the elderly, who 
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characteristically have decreased physical ability and are fixed into a particular way of 
daily life, we can expect the sudden introduction of artificial objects with highly 
sophisticated features to cause confusion. Engineers should take time to consider the 
relationships of dependency that the objects they design will gradually foster  
over time. 

Through the above conclusion, compared to objects and machines, part of the 
problem areas related to the introduction of artificial objects into the lives of the 
elderly was clarified. In the future, when it is possible to construct relationships of 
dependency such as those described above, we can expect there to be increased 
discussion about such relationships becoming over-dependent. Indeed, there are 
already examples of over-dependency with respect to persons and objects and 
machines (e.g., video games and the Internet). I believe, optimistically, that these are 
issues that should be taken into consideration only after it becomes possible to 
construct such dependency relationships between artificial objects and persons. 
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Abstract. Services for smart home share a fundamental problem—object 
recognition, which is challenging because of complex background and 
appearance variation of object. In this paper we develop a framework of object 
recognition for smart home integrating SIFT (scale invariant feature transform) 
and context knowledge of home environment. The context knowledge includes 
the structure and settings of a smart home, knowledge of cameras, illumination, 
and location. We counteract sudden significant illumination change by trained 
support vector machine (SVM) and use the knowledge of home settings to 
define the region for multiple view registration of an object.  Experiments show 
that the trained SVM can recognize and distinguish different illumination 
classes which significantly facilitate object recognition.  

Keywords: Video Surveillance, Smart Home, Object Recognition, Context–
aware, Illumination, Object Recognition, Support Vector Machine. 

1   Introduction 

There is an increasing interest in developing smart home worldwide because it can 
greatly enhance our life quality thanks to its services in taking care of our beloved, 
protecting our property, and aiding us when unwelcome events occur [3, 6, 9]. The 
examples of the services could be home cleaning, object localization, people activity 
monitoring [10]. One of the shared problems in developing smart home services is 
object recognition, which recognizes objects registered via camera (in the rest of this 
paper, object recognition means specific object recognition from video rather than 
object class recognition, which classifies objects into classes such as car, tree, people, 
etc). The three main challenges in object recognition for smart home are: (a) potential 
sudden illumination change; (b) possible high similarity of registered objects; (c) 
temporary occlusion of an object. Due to existence of case (c), it is impossible to track 
all registered objects all the time. For instance, when we monitor an object, it may be 
invisible due to occlusion or temporary lights-off; and when we re-see the object, it 
might have been moved to another place or replaced by a very similar object. 
                                                           
* This work is partially supported by EU project ASTRALS (FP6-IST-0028097). 
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Object recognition for smart home is a difficult application-oriented problem. 
Though object recognition can be reduced to a generic pattern classification problem, 
object recognition in a smart home context has its own uniqueness as listed below:  

• The input of object recognition is video rather than image as our data input 
device is video camera. 

• Object recognition is a part of monitoring and tracking physical objects in a smart 
home which makes it possible to learn object models through video.   

• Some context knowledge such as settings of home, settings of camera, and 
illumination of the scene can be acquired to facilitate object recognition. 

In object recognition field, a lot of techniques have been proposed such as textural 
features [13], illumination-invariant features [1, 4], geometric invariants [1], color-
based methods [11], and local descriptors [2, 5, 7].  These techniques indicate great 
progress in object recognition; however more efforts are needed to solve the problem. 
The knowledge of context has various usages in different applications. It has been 
applied to computer network systems to provide context-aware services in computer 
[3]. In object recognition, it has been used to validate or infer object class [15, 16].  
However, for object recognition the object models are not learned and organized 
according to context knowledge yet. In this paper, we explicitly integrate the 
knowledge of context into the framework for object recognition and show that it can 
enhance the performance of object recognition in real applications.  

In the past decade, a bag of local descriptors were proposed and compared [2, 5, 7]. 
Scale Invariant Feature Transform (SIFT) proposed by Lowe [5] has been proven to 
outperform most other descriptors in image matching, object recognition, and object 
class recognition [7] (object class recognition means to recognize the classes of 
objects. SIFT is probably the most appealing descriptor for object recognition and 
object class recognition because it is scale-invariant, rotation-invariant, and partial 
illumination-invariant. Despite the proven capability for object recognition, SIFT is 
yet to be intensively tested in real application, at least to the best of our knowledge. In 
addition, SIFT descriptors cannot distinguish highly similar objects. For example, 
objects that differ only in size or color in a smart home context. It handles neither 
significant illumination change nor large-degree view change.  

This paper develops a framework of object recognition for smart home which takes 
a context-aware approach, i.e. we extract the knowledge of context and use it to 
enhance the performance of object recognition.  The framework uses SIFT as its key 
object recognition techniques, with the integration of the context knowledge to 
strengthen the recognition ability. By analyzing the color of fixed background, it 
recognizes illumination class of an image. The proposed framework has two phases; 
the first phase is to acquire the knowledge of context, including recognizing the 
illumination of the frames and finding possible candidate locations of the object; 
second phase uses model matching to recognize the object. The core idea is to 
integrate the knowledge of context acquired with SIFT descriptor for object 
recognition. 



 A Framework of Context-Aware Object Recognition for Smart Home 11 

2   Problem Statement and Framework  

Object recognition for smart home is a specific object recognition problem in a 
confined context, which can be divided into three sub-problems. The first problem is 
context knowledge acquisition; the second problem is object template acquisition and 
registration; the third problem is object recognition using acquired context knowledge 
and descriptor-based template matching. Thus, a complete system should comprise 
registration scheme, procedure of locating objects, and procedure of object model 
matching.  The system requires an efficient registration of all objects. For good object 
recognition, several criteria should be satisfied. Firstly, it should tolerate illumination 
change; secondly, it should have strong distinguishing ability to differentiate from 
other similar objects. 

Consequently, we have to address the following problems: (1) Object registration; 
(2) Illumination recognition; (3) Detection of candidate locations of objects; (4) Local 
object descriptor; and (5) Model matching strategy. These problems will be discussed 
in the following sections. Fig 1 is the block diagram of the framework of context-
aware object recognition for smart home, which has two phases: (a) context 
knowledge extraction; and (b) object recognition based on context knowledge and 
local descriptor.  

An image 

Illumination 
recognition

Background 
update

Place 
detection 
of objects 

Computation 
of local 
descriptors

Model 
matching

Locations of recognized objects 

 

Fig. 1. Block diagram of the framework of context-aware object recognition for smart home 

3   Object Registration 

An object has to be represented properly for recognition because it appears differently 
in different illuminations, views, camera, and locations. We build a model for each 
situation of an object to holistically describe it. In this paper, an object model includes 
a representation of SIFT descriptors and other parameters such as dimension, color 
information, etc. Besides, there are a large number of models for each object 
considering the combination of location, view, camera, and illumination.  To search 
the object model efficiently, we use a tree structure to organize the object models of 
all registered objects. This tree structure will help us to quickly reduce the number of 
models to be matched for identifying an object, using the features of context as “key” 
to search the tree. The hierarchy from top to bottom is Camera, Illumination, 
Location, Object, and View. In building this tree structure, there are two things to be 
considered: (1) how many illuminations, locations, and views are enough; (2) how we 
should identify or define them. Currently, we heuristically determine these 
parameters. For example, a surface of table is defined as a region and its center of 
region is defined as a location.  For a wall, we divide it into several regions.  
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4   Illumination Recognition 

Illumination is recognized using a trained SVM (Support Vector Machine) [14]. In the 
training phase, we extract features from the images with all sorts of illuminations to 
train the SVM. In the working phase, we extract features from the images and analyze 
the illumination. The features are color histogram, color difference histogram, 
contrast, and region brightness. Our experiment shows that these features can reliably 
reflect the class of illumination. 
 

Color Histogram ( 1Γ ): The color histogram is the most basic and useful feature for 

many applications such as object detection. The most straightforward way to compute 
it is to accumulate all pixels in the given frame F.  Normalization of this accumulative 
histogram yields the average histogram, which is the histogram used in this paper, 
denoted as )F(1Γ  or 1Γ . 
 

4-Neighbour Color Difference Histogram ( 2Γ ): The absolute differences between 

each pixel and its four-neighbor (up, down, left, right) pixels are calculated and used 
to form the histogram. For each color channel of each pixel ),( ji , we calculate a value 

|),(||),(||),(||),(|),( jiXYjiXYjiXYjiXYjiVX 1111 .      (1) 
where ),( jiXY =  and X means color channel, i.e. R or G or B.  

Then we produce the histogram of these values for R, G, B separately. 
 

Contrast ( 3Γ ): The contrast calculated for lighting conditions concentrates on the 

polarization. The kurtosis α4 is used for this purpose: 4
4
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total pixel number; m is the mean value of the frame;  p(xi) is the probability density 
function (PDF) for the i-th pixel. The final measure of contrast is as follows:  
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Region Brightness ( 4Γ ): To gain more local variance information, a region based 

brightness feature is used. Each frame is divided into certain number of smaller 
regions. The brightness for each region is calculated and the values are stored in a 
new histogram for future use. For each region, brightness is the average scale values 
of each RGB channel. 
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where N is the total pixel number, ix  is the color value for the ith pixel. 
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5   Background Update and Location Candidate 

Background update has to cope with two classes of illumination changes: sudden and 
gradual changes.  For sudden change, the illumination recognition can detect its 
occurrence and we use the generic background of the detected illumination model as 
the background of the scene. For gradual change, we model the scene using a mixture 
of K Gaussians for each of the pixel locations, as Stauffer and Grimson did in [12]. 
The probability of a pixel having an intensity value Xt (n dimension vector) at time t 
can be written as: 
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where T is minimum value of area ratio of background to whole image, assuming 
foreground objects only occupies a small area of the image.   

Once we obtain the background of scene, we use background subtraction to 
identify the candidate locations of moved objects. Note we do not do object 
segmentation but we estimate locations of objects. 

6   SIFT Descriptor 

Lowe [5] presented a method to extract distinctive invariant features from images 
named as SIFT (Scale Invariant Feature Transform). SIFT descriptors are invariant to 
image scale and rotation. They are also proven to be partial invariant to affine 
distortion and illumination. 

SIFT descriptors are well localized. The partial occlusion of an object only affects 
part of the descriptors thus we may still be able to recognize the object.  Another 
important characteristic is that SIFT descriptors are very distinctive. The cost of 
extracting descriptors is minimized by taking a multiple step approach, in which the 
more expensive operations are applied only to locations that pass the previous steps. 
SIFT descriptors take the following four steps to calculate: Step 1, Scale-space 
extrema detection; Step 2, Accurate keypoint localization; Step 3, Orientation 
assignment; and Step 4, SIFT descriptor.   

Because of good properties of SIFT descriptor, we use SIFT descriptor as main 
elements of our object model. 
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7   Model Matching Strategy 

To recognize an object, the SIFT features computed for the observed object should be 
matched with the features of the object models learned.  In practice, we can build a set 
of object models for each object. We can match them efficiently if the number of 
object models for an object is small. However, the accuracy of object recognition will 
drop. To resolve this issue, we propose a tree structure to organize the object models 
as described in section 2. In matching, we use two methods to speed up the matching 
procedure: (1) Number reduction for costly template matching and (2) Locating object 
at the previous location first. Before matching, we have known the illumination and 
places of objects. As such, we use the object models related with the illumination 
recognized and place detected to do matching. As the object models are organized in a 
tree structure, we can identify these object models very fast. In a smart home, 
registered objects should have very small chance to have their locations changed 
simultaneously. Hence, we can first locate objects at their previous locations and we 
should be able to locate most of the objects. For the remaining objects, we identify 
them at the remaining candidate locations.   

8   Experimental Result 

We test our algorithm on videos taken from a smart home built in Singapore.1 Our test 
setting was two boxes of similar design pattern with nine classes of illuminations. The 
results on illumination recognition and object recognition are presented below. We 
also test on one book with plain surface to show the limitation of SIFT descriptor, 
explaining reasons why we need other features besides SIFT descriptors.   

8.1   Results on Illumination Recognition 

Nine original video clips with different lighting conditions are used for the experiment. 
Each clip corresponds to a class of basic illumination. Each frame is flipped horizontally 
to create classes 10 to 18 and then vertically to create classes 19 to 27. Therefore, there 
are 27 classes in total for the classification testing. Representative frames (one from 
each basic class) are shown in Fig 2. Training and testing data sets are separately 
extracted from the 27 classes with all the different combinations of the 4 features. The 
extracted data is trained and tested with SVM Torch [14]. The testing results are shown 
in the 4 graphs in Fig 3 with respect to each feature. Fig 3 shows that the 3 features 
(color histogram 1Γ , color difference histogram 2Γ , and contrast 3Γ ), even they are 
combined, gave considerably high matching error ratio. This illustrates that the 3 
features lack the ability to distinguish the local area changes of the lighting conditions. 
Fig 3 shows that region-brightness 4Γ is the most effective feature. In fact, the results 
shows that region brightness alone can distinct the illuminations in our test data set. Of 
course, this may not hold for a larger data set so that for reliability we would not use 
region brightness alone to distinct the illumination classes.   

                                                           
1 StarHome: http://starhome.i2r.a-star.edu.sg/ 
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Illumination 1 Illumination 2 Illumination 3 

Illumination 4 Illumination 5 Illumination 6 

Illumination 7 Illumination 8 Illumination 9  

Fig. 2. Representative frames of 9 basic illuminations. Each illumination has one representative 
frame. 

Table 1. Matrix of cross matching performance of nine templates and nine illuminations for 
one frame (Tested frames from nine illuminations I1-I9 for A and B two objects) 

T1 T2 T3 T4 T5 T6 T7 T8 T9   
A  B A B A  B A B A B A B A B A B A  B 

#D 61 37 81 71 72 68 99 83 95 74 106 76 135 69 125 75 129 61 
I1 30 15 2 2 10 0 4 2 1 3 0 1 1 4 0 1 0 5 
I2 3 3 41 36 7 14 16 13 10 8 2 3 6 9 1 4 4 10 
I3 10 5 8 16 45 41 17 17 4 8 1 4 8 11 0 6 1 3 
I4 5 5 15 13 16 14 62 37 11 9 2 5 21 14 2 4 4 7 
I5 3 5 6 6 4 4 15 5 59 42 8 5 26 12 7 5 4 8 
I6 2 3 2 3 1 4 1 4 7 5 82 42 5 5 35 18 30 14 
I7 3 3 9 10 11 8 21 12 27 9 8 6 97 40 6 7 7 6 
I8 0 2 5 6 0 8 3 4 7 7 43 18 6 9 84 44 37 19 
I9 0 3 4 7 1 4 2 4 5 8 29 13 6 7 35 15 93 43 
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Color Difference Histogram Analysis
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Regional-Brightness Analysis
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Contrast Analysis
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Fig. 3. Cross analysis among four features on illumination recognition 
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8.2   Object Recognition 

For object recognition, our test focuses on how illumination recognition facilitates 
object recognition.  The experimental setting is as follow: Two boxes, A and B with 
similar surface patterns are used. Nine illuminations are taken in the test. We build a 
SIFT template for each object in each class of illumination. One frame is arbitrarily 
selected from a video clip recorded in one illumination and thus nine frames are 
obtained, given in Fig 2. Then we use each template to match each frame to identify 
the object.  Samples of template matching are given in Fig 4. The matrix of matching 
performance is given in Table 1-2. In Table 1, #D is the number of descriptors in 
frame; the number in the cell in column Ti (A or B) and row Ij is the number of 
matched descriptors between the template of object A or B in illuminate i and the 
frame from illumination j. Table 2 is similar to Table 1. However, the number in its 
 

Table 2. Matrix of cross matching performance of nine templates and nine illuminations for 50 
frames (Tested frames from nine illuminations I1-I9 for A and B two objects) 

T1 T2 T3 T4 T5 T6 T7 T8 T9   
A  B A B A  B A B A B A B A B A B A  B 

#D 61 37 81 71 72 68 99 83 95 74 106 76 135 69 125 75 129 61 
I1 49.2 40.5 2.47 2.82 13.9 0.00 4.04 2.41 1.05 4.05 0.00 1.32 0.74 5.80 0.00 1.33 0.00 8.20 
I2 4.92 8.11 50.6 50.7 9.72 20.6 16.2 15.7 10.5 10.8 1.89 3.95 4.44 13.0 0.80 5.33 3.10 16.4 
I3 16.4 13.5 9.88 22.5 62.5 60.3 17.2 20.5 4.21 10.8 0.94 5.26 5.93 15.9 0.00 8.00 0.78 4.92 
I4 8.20 13.5 18.5 18.3 22.2 20.6 62.6 44.6 11.6 12.2 1.89 6.58 15.6 20.3 1.60 5.33 3.10 11.5 
I5 4.92 13.5 7.41 8.45 5.56 5.88 15.2 6.02 62.1 56.8 7.55 6.58 19.3 17.4 5.60 6.67 3.10 13.1 
I6 3.28 8.11 2.47 4.23 1.39 5.88 1.01 4.82 7.37 6.76 77.4 55.3 3.70 7.25 28.0 24.0 23.3 23.0 
I7 4.92 8.11 11.1 14.1 15.3 11.8 21.2 14.5 28.4 12.2 7.55 7.89 71.9 58.0 4.80 9.33 5.43 9.84 
I8 0.00 5.41 6.17 8.45 0.00 11.8 3.03 4.82 7.37 9.46 40.6 23.7 4.44 13.0 67.2 58.7 28.7 31.2 
I9 0.00 8.11 4.94 9.86 1.39 5.88 2.02 4.82 5.26 10.8 27.4 17.1 4.44 10.1 28.0 20.0 72.1 70.5 

(a) big box SIFT 
matching in the same 

illumination. 

(b) big box SIFT 
matching in the 

different illumination. 

(c) small box SIFT 
matching in the same 

illumination. 

(d) small box SIFT 
matching in the 

different illumination.  

Fig. 4. Sample results of SIFT template matching. In figure, each green line represents a pair 
matched descriptors between template and image. In (a) to (d), the small pictures in upper part 
is the training image from which the templates are extracted; the large pictures in the lower part 
are the testing images. The corresponding templates are denoted as Ta, Tb, Tc, and Td; and the 
corresponding images are denoted as Ia, Ib, Ic, and Id. Ta and Tb (Tc and Td) are the same 
image. Ia and Ib (Ic and Id) are captured in two similar illuminations by human perception. 
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each cell gives the average percentage of matched descriptors with respective to #D 
for 50 frames. Fig 4 and Table 1-2 show that the matched numbers are significantly 
larger when i and j are the same number. This shows that illumination recognition can 
speed up the procedure of object recognition by matching only the templates in the 
recognized illumination class. 

8.3   Limitation of SIFT Descriptor  

SIFT descriptor has its limitations, though it is very distinctive for object recognition 
in general. One of limitations is that there are few SIFT descriptors for objects with 
plain surface such as an object in Fig 5 under three illuminations. It is obvious that we 
can use the color histogram to recognize the object if we built its template histogram 
under classes of illuminations.  

Illumination 1 Illumination 2 Illumination 3  

Fig. 5. A book with plain surface under three illuminations 

9   Conclusions and Future Work 

We have presented a framework of object recognition for smart home that has addressed 
the issue of significant illumination change while monitoring the object of interest (or 
registered). As object recognition in smart home needs to distinguish the objects that 
may be very similar, we cannot use SIFT descriptor only. We proposed to use object 
model with not only SIFT descriptor playing the core role but other features such as 
color histogram in Fig 5 are also as important features. We have designed a tree 
structure to organize the models of all registered objects in a smart home.  It can help us 
to narrow down to the branch of the tree for model matching, provided that we have 
obtained the context information. The experimental results show that the trained support 
vector machine can reliably recognize illumination condition. More importantly, the 
recognized illumination condition can greatly speed up the procedure of object 
recognition and improve the performance of object recognition.   

There are still plenty of jobs to be done. First, we will improve the current 
algorithm to include more techniques of object recognition such as shape-based object 
recognition techniques. We will modify the learning process to be automatically done 
for the illumination class and object models of the registered object. Second, we want 
to study indirect object recognition techniques similar to what Persrseum did in [9]. 
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Such techniques can help us to extract more information on the object. For example, 
provided that we have obtained the information of activity of human beings, we can 
further distinguish whether the object is occluded or removed.  Finally, we want to 
integrate object recognition into larger home intelligent system. Another important 
aspect we want to explore is how to build the tree structure of models of objects. 
There are two main problems. The first problem is how to use less manual work to 
acquire these models of many views. The second problem is how we can use less 
memory to store the tree of large number of models.  
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Abstract. In this paper we propose a gentle system for watching over
for pervasive care-support services that fulfill users’ actual requirements
and without interfering the users’ privacy. In this system, we cope with
not only the user’s physical location but also all the situations of per-
vasive devices and requirements of associated users, in “both” sides of
watching and watched sites. Moreover, social relationships between ob-
servers and a watched person are used to give an adequate privacy level
to the services. To do this, we propose a pervasive watching over sys-
tem “uEyes”. In uEyes we introduce three distinguished features for the
watching, they are (S1) Device awareness, (S2) User awareness and (S3)
Social awareness. To realize these features, an autonomous decision mak-
ing ability and cooperative behavior are employed to each element in the
system. Based on these advanced features, a live video streaming system
is autonomously constructed according to the device status and the user’s
situation, on both sides in runtime. As a result, the gentle watching-over
service can be effectively provided.

1 Introduction

Recently, there are several challenging works concerning pervasive computing
environments for daily life support [1,2]. In this context, multimedia watching
systems are widespread as one of the care-support systems that watches over
children and elderly people from remote site connected by wide-area network
[3,4,5]. Researches are at their initial stage to apply this system to pervasive
computing environments. There are some researches on delivering video stream-
ing from a selected camera mainly closest to the target person, by using physical
positional information of the target [6,7]. Also, there exist works on flexible dis-
playing that plays the video seamlessly from a nearest display to the observer
based on the location of the watcher [8,9].

However, in these existing works, when “a watching person wants to see the
facial color of the watched person’s face with very high resolution, without violat-
ing his/her privacy”, it is expected to satisfy such detailed users’ requirements.
To fulfill the above requirement, an autonomous system construction mechanism
is required, according to not only the user’s location, but also device statuses,
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network availability, users’ requests on the services and privacy concerns, in both
the sides.

In this paper, we propose a scheme to cope with not only the user’s physical
location but also all the situations of pervasive devices and requirements of
associated users, in “both” sides of watching and watched sites. Moreover, social
relationships between watching people and a watched person are also used to give
an adequate privacy level to the services. To realize this, we propose a ubiquitous
watching over system “uEyes”, to address the above issues. The original idea of
uEyes can be described in following three points: (S1) Device awareness, (S2)
User awareness and (S3) Social awareness.

We design and implement the features of uEyes by introducing an autonomous
decision making ability and cooperative behavior to each system element, based
on an agent-based computing framework AMUSE [11,12]. Employing the ad-
vanced features, a live video streaming system is autonomously constructed ac-
cording to the individual context of the devices and the users on both sides
in runtime, by cooperating among them. As a results, a gentle watching-over
service that fulfils the detailed users’ requirements can be effectively provided.

We implemented a prototype of uEyes for watching over elderly people, and
performed some experiments based on several scenarios of watching by his/her
family. We assumed a scenario, where a son is taking care of his elderly father
who has heart disease, wanted to watch his facial color and expression in a high
quality video. Then, the live video streaming system involving a high resolution
camera and display devices was dynamically configured by uEyes. Also in case
of his father in emergency, the privacy level was lowered and the situation was
informed to members of the local community. From results of these case studies,
it was confirmed that uEyes can provide real-time multimedia watching services
for elderly people, with the reasonable QoS and privacy that meets the users’
requirements.

2 uEyes: The Concept

Our target watching task is as shown in Fig.1(a). In this figure, a community of
watching people cooperatively watches over a target person. We call this kind
of watching task as a “Community-based watching-over” task. The purpose of
uEyes is to solve the problem in this watching-over task. To achieve this, it is
necessary to introduce a mechanism where entire system configuration that con-
sists of various system elements is dynamically selected and organized according
to the states of the system, users, situations around the users and social aspects,
as shown in Fig.1(b). To realize this, following three characteristics are newly
introduced:

(S1) Device awareness: uEyes effectively handles and coordinates multiple con-
texts of pervasive devices for provisioning of appropriate QoS of watching
systems. The contexts involve not only the user location, but also the sta-
tus of display/camera devices, available resources of PCs and hand-held
devices, available network access and bandwidth, etc.
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Fig. 1. Concept of uEyes

(S2) User awareness: uEyes closely associates with the user’s requirement in the
best possible way. For example, in case where a watcher requires the video
streaming so that he can vividly view the facial color of the watched per-
son, a high quality and zoomed picture should be appeared in the nearest
display.

(S3) Social awareness: uEyes deeply considers the social relationship and keeps
the adequate privacy according to the situation. For instance, in case of a
normal situation, the watched person’s privacy should be protected, how-
ever in case of emergency, the privacy level would moderately be lowered.

3 Design of uEyes

3.1 AMUSE Framework

We employ a multiagent-based framework for service provisioning in ubiquitous
computing environments, called AMUSE (Agent-based Middleware for Ubiqui-
tous Service Environment) [11,12], as a software platform to build uEyes. The
basic idea of this framework is “agentification” of all the entities in the pervasive
computing environments. Here, the agentification is a process to make a target
entity workable and context-aware. The details are discussed in [11,12], so we
omit them in this paper.
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Fig. 2. Organization of agents in uEyes

In AMUSE, agents can perform the following advanced cooperation and in-
telligent behavior for the pervasive computing:

(1) Recognition of statuses of individual entities
(2) Coordination of contexts of multiple entities
(3) Service construction by combinations of entities
(4) Intelligent processing of the situations around the entities

3.2 AMUSE Agents for uEyes

Fig.2 shows agents in uEyes. The agents consist of Device-aware agents, User-
aware agents and Social-aware agents. The agents basically reside in computers,
and they manage corresponding entities that are connected to, or are running
on the computer.

The Device-aware and User-aware agents cooperatively work to accomplish
QoS that meets to user’s requirements on a watching task and device situa-
tions. Multiple contexts of the devices should be deeply considered to achieve
our goal. These contexts are individually maintained by each agent, and its ef-
fective coordination would be performed by cooperation among related agents.
This cooperative behavior is performed by the following steps:

[Step-1: IAR updating]. Agents that are physically located closely exchange infor-
mation on each context, and update an Inter-agent Relationship (IAR). The IAR
represents a relationship that an agent has against another agent. For example,
agents in the same PC potentially have tight relationship each other. Moreover,
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the IAR for cooperation is updated according to histories of cooperative works
between agents.

[Step-2: User information acquisition]. A User agent (we abbreviate “agent”
to “Ag” hereafter) in the closest PC or the hand-held device collects user’s
information such as requirements and profiles. This information is employed to
check whether provided QoS of the services are satisfied or not.

[Step-3: Agent organization decision in initiate site]. When the user moves into
a sensor area, RFID Ag or ZPS Ag captures the movement and informs re-
lated agents based on the user’s location. Then, only the related agents begin
negotiation to make an agent organization based on the IAR. Here, the agents
that achieved a good performance in past cooperation, are preferentially selected
using the IAR.

[Step-4: Agent organization decision in opposite site]. It should be considered
that agent organizations of both the sender and receiver sites work properly to
accomplish the QoS. If privacy and emergency concerns are required, Social-
aware agents are activated in this step.

[Step-5: Service provisioning]. After the agent organization is configured, live
video streaming will start using the appropriate camera, software, access net-
work, display, etc.

[Step-6: User’s feedback]. After the end of the service, user’s feedback is col-
lected by the User Ag, and then the IAR is updated based on the user’s
evaluation.

3.3 Agent Behavior for Social Awareness

In this section, we describe a process of QoS control that considers privacy and
emergency. This process is based on recognition of human relationships and
environmental situations by Social-aware agents. In the initial step, Relation
Recognizer Ag infers human relationships between an observer and a watched
person using their profiles that each User Ag maintains. Relation Recognizer
Ag utilizes ontology that represents background knowledge to infer the human
relationships. In particular, the agent calculates human network, and measures
the distance between the instances of the observer and the watched person by
the ontology.

Next, Situation Recognizer Ag recognizes situations in detail, by acquiring
information on the user’s surrounding environment and applying background
knowledge such as common sense. This knowledge is accumulated beforehand as
ontology to recognize the situation.

Finally, Advisor Ag judges the providing service quality and the privacy level
by considering the human relationship information from Relation Recognizer Ag
and the user situation information from Situation Recognizer Ag. Then Advisor
Ag directs Manager Ag. Manager agent decides the actual providing QoS to the
user by cooperating with Device-aware agents.



A Pervasive Watch-Over System 25

Fig. 3. Experimental room settings

4 Application: A Watching System for Elderly People

4.1 Implementation and Experimental Environment

We are developing an application of uEyes to watch over elderly people in home.
We implemented agents based on AMUSE framework using DASH that is an
agent-based programming environment based on ADIPS [10].

We introduce application scenarios to evaluate feasibility and effectiveness of
our system. We suppose a situation where an elderly person is watched over by
his son in remote sites. We have three experimental rooms as shown in Fig.3.
One is supposed to be a living room in the watched person’s home. This is a
watched site. Others are regarded as his son’s office and his living room in his
home. They are watching sites. Fig.3(c) shows a room setting of the watched
site. In terms of a location sensor, an active-type RFID system [14] is employed
in this room.

Fig.3(a) and Fig.3(b) show the room settings of the watching sites. The son
moves around the office room (a) and his living room (b). Here, “Small PC12”
represents the watcher’s user terminal which is shown in the right upper picture
in Fig.3. This is a special device that is always brought with the observer. When
other displays cannot be available, this terminal is selected for receiving the
video of the watched person.

Also an User agent resides in this terminal to monitor the user’s requirements
and presence. In terms of the location sensor, ZPS ultra-sonic sensor [13] is used
in both of the (a) and (b).
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In this situation, our system selects the most appropriate camera, the PC
with reasonable network connection, and the display devices, considering the
multiple contexts. Then a live video with suitable quality is displayed on one
of the displays according to his son’s requirement on the watching over and the
status of devices.

5 Experiments

5.1 Exp.(1): Experiments with Device-Aware and User-Aware
Agents

In this experiment, firstly, a watching person specifies a user requirement from
“best resolution” or “best smoothness” options, using a user interface on the
user’s terminal provided by the User Ag. This selection is based on the back-
ground of followings:

(1) The son wants to watch the father’s facial color or expression in high reso-
lution of the video, because he is worrying about the status of his father’s
sickness.

(2) The son wants to see the full-length of his father as smooth as possible,
because he cares for his father’s health condition.

To make the effectiveness of our system clear, we compare our system with
a scheme in previous works, that is, location-based service configuration. This
scheme selects the nearest camera and display to the watched/watching people,
respectively, without any consideration of total quality of the service. This single-
context-based configuration is actually tested by our system with terminating
some agents that provide multiple contexts.

The son moves in the rooms. In this experiment, location of the father is
fixed for simplification at point “A” in Fig.3(c). Based on the requirements and
the location of the son, agents cooperatively work together to select the most
adequate sets of entities. In this case, the son specifies “best resolution” of the
video to watch his father’s facial color in this experiment. Then he moves to
the location at point “B” in Fig.3(a). The point “B” is the service area of a PC
display of PC6 and a TV connected to PC5.

Here, in case of the location-based scheme, the video service migrated to the
PC display of PC6 from the user terminal, because it is judged as the most
nearest PC display, as shown in Fig.4(a). However, the quality of the video is
too low to see the father’s facial color vividly, because it moved with just the
same video quality parameters as it was in the user terminal.

On the other hand, our system selected the TV display and the DV camera
with high resolution to fulfill the user’s requirement as shown in Fig.4(b). In
terms of the software entity, DVTS [15] is selected because it can provide the high
quality of video. In this case, the multiple contexts were effectively coordinated,
and the user requirement was satisfied.

Next, the son specifies the high smoothness of movement of the video to watch
in his father’s health condition. Then he moves to the location at point “D” in
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Fig. 4. Result of Exp.(1): Effect of Device-aware and User-aware agents in case of high
quality requirement at point “B” in Fig.3(a)

Fig.3(b). The point “D” is the service area of a portable PC10 and a PC display
of PC11.

Our system selected the PC display of PC11 and the USB camera connected
to PC1, with high frame rate to fulfill the user’s requirement. In terms of the
network context, PC11 is the best because it is connected by a wired link with 100
Mbps. Moreover, agents recognized that PC11 cannot play DVTS video because
DVTS software was not installed in PC11. This is the reason why the USB
camera with the JMF-send Ag is selected. In this case, the multiple contexts
were deeply considered, and the user requirement for high smoothness of the
video was satisfied.

5.2 Exp.(2): Experiments with Social-Aware Agents

Next, we experimented to verify the effect when Social-aware agents are intro-
duced. It is expected that it achieves the watching by a community of two or more
people, because understanding of the interpersonal relationship and recognition
of the situation can be done by the Social-aware agents.

Here, we show an example of watching by (a) the watched person’s son, (b)
his relative, (c) his neighbor with a good relation, and (d) a person living in the
same block as him. In the situation when the watched person’s privacy should
be considered (Exp.(2)-1), for example when he is in the bedroom, each display
for the person (a)-(d) is shown in Fig.5(A).

Also Fig.5(B) shows the display in the emergency situation when the watched
person collapses onto the floor (Exp.(2)-2). Situation Recognizer judges it to be
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(a) His son’s view (b) His relative’s view

(c) His neighbor's view
(d) View of his friend 

living in the same block

(A) Result of Exp.(2)-1: In case it needs to 
keep the watched person’s privacy

(a) His son’s view (b) His relative’s view

(c) His neighbor's view (d) View of his friend living 
in the same block

(B) Result of Exp.(2)-2: In case of the 
watched person in emergency

Fig. 5. Result of Exp.(2): Effect of Social-aware agents

an emergency of the fall down etc., using the elderly person’s location information
by an ultrasonic tag, and background knowledge concerning the structure of
the house or his daily lifestyle. For example in the case of Exp.(2)-2, the agent
autonomously recognizes that he is in emergency, because the tag is staying in 10
cm high for over five minutes in the dining room. The display is changed so that
many people may know the situation by lowering the privacy level. Concretely,
an untouched image is delivered to the son and the relative, the neighbor with
a good relation receives a low quality image that tells only the appearance, and
the person of the same block is notified by the emergency message without any
video image.

5.3 Evaluation

Effect of Device and User awareness: From the experiments described in the
previous sections, we confirmed the feasibility of our proposal. We evaluated
that our system can effectively construct service configuration that matches the
requirement, coping with not only the location information, but also the device
status around the users in the pervasive environment. In this application, het-
erogeneous entities like display devices, capture devices, PCs, networks, different
kinds of sensors, software components, etc., are efficiently integrated.

Effect of Social awareness: From the experiments, we confirmed the effect of
social-aware agents. By employing the agents, uEyes can recognize the relation-
ship between people in real world and the detailed situation of the watched
person. Based on the information uEyes can handle the QoS parameter and the
privacy in adequate level. This feature would enable secure and safety watching-
over services for non-expert users.

Effect of AMUSE: The integration of many entities was successful because of
the introduction of an layered software architecture with the entities and agents.
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This architecture is employed to accelerate the reuse of the framework and the
middleware by other types of applications. Basically, the modularity, the au-
tonomy and the loose coupling characteristics of the agents would meet to the
construction of pervasive systems. It can adapt to diversity of types of enti-
ties and scalability of system size. By using this architecture, development and
extension of the system will be easily accomplished.

6 Conclusion

In this paper we proposed a gentle system for watching over for pervasive care-
support services. In this system, the situations of users and environmental infor-
mation around him/her are effectively handled to provide the watching services.
Social awareness such as human relationship is also considered to increase sense
of safety in the watching.

In the future work, we will continue the case study in many different situations
using this prototype system. Also we are trying to measure the user’s satisfaction
in quantitative manner.
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Abstract. This paper defines a new, context-driven programming model for 
pervasive spaces. Existing models are prone to conflict, as it is hard to predict 
the outcome of interleaved actions from different services, or even to detect that 
a particular device is receiving conflicting instructions. Nor is there an easy way 
to identify unsafe contexts and the emergency remedy actions, or for 
programmers and users to grasp the complete status of the space. The 
programming model proposed here resolves these problems by improving 
coordination by explicitly defining the behaviors via context, and providing 
enhanced safety guarantees as well as a real-time, at-a-glance snapshot of the 
space’s status. We present this model by first revisiting the definitions of the 
three basic entities (sensors, actuators and users) and then deriving at the 
definition of the operational semantics of a pervasive space and its context. A 
scenario is provided to demonstrate both how programmers use this model as 
well as the advantages of the model over other approaches.  

1   Introduction 

As the field of pervasive computing matures, we are seeing a great increase in the 
number and the variety of services running in a pervasive space. As other researchers 
have found, a programming model for pervasive spaces is required, so that these 
environments can be assembled as software. The keystone of such a model is context, 
because of the dynamic and heterogeneous nature of these environments. Several 
systems and tools have been created to support context-aware development of 
pervasive spaces [1, 2, 3, 4].  

While these existing programming models provide a convenient means for 
specifying the rules and behaviors of the applications with a formulated and 
systematic process, they do not provide an easy way to grasp the overall state of the 
smart space with a glance. In these models, obtaining the “big picture” of the space 
requires intentional effort; programmers first must know exactly what to look for, 
then explicitly query the system for particular data, and then compose and interpret 
the collected data, weaving them into an overall understanding.  

As the number of applications grows, or the scenarios become more complicated, 
or services are provided by different vendors, conflict is almost certain. The existing 
models provide little support to detect conflicts. In these service-oriented models, 
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each service is focused on its own goals, ignoring the potential side-effects of 
concurrent access to shared resources – side-effects that could put the space into a 
dangerous or anomalous state. 

These existing models also lack a simple way to identify, at a global level, unsafe 
contexts that should be avoided and the means to exit them if they arise. Instead, each 
service must have its own routines for detecting and handling these situations. This 
place an unrealistic demand on services developers, and safety guarantees in the space 
are infeasible, as a single missing or erroneous handler in a single service could allow 
the space to be stuck in one of these impermissible contexts. 

Since our work in smart spaces has focused on creating assistive environments for 
seniors or people with special needs [5], the safety and reliability aspects of the 
programming model are especially critical. During the creation of our two smart 
homes – a 500 sq. ft. in-lab prototype, and the full-scale, 2500 sq. ft. house [6] – we 
found that the existing models and tools could not provide us with satisfactory safety 
guarantees and conflict management capability. We began expanding the ideas of 
context-oriented design to create a new programming model for pervasive spaces. 

The main idea of our approach is to employ standard ontology to build a context 
graph that represents all possible states of interest in a smart space. Contexts in the 
graph are marked as desirable, transitional, or impermissible, and the goal is to take 
actions to always lead the smart space to desirable contexts, and to avoid 
impermissible contexts. At run time, the torrent of raw readings from sensors are 
interpreted and classified into active contexts, and the associated actions are set in 
motion to drive towards and strive to maintain desirable contexts. 

Since services provided in a smart space using our model are programmed as 
various actions to be taken based on active contexts, it is easy to prevent and to verify 
no conflicting actions are associated with each context. Decisions on action plans 
based on the active contexts also avoid the danger that can be caused by executing 
interleaved actions from different services. The explicit designation of impermissible 
contexts allows the system to take emergency actions and exit the dangerous 
situations. These all contribute to the enhanced safety guarantees our model offers. 

Finally, the explicit context graph and the visualization of currently active contexts 
allow real-time, at-a-glance snapshots of the space’s status, which give the users and 
programmers alike an understanding of the overall picture of the smart space. 

2   Related Work 

The majority of ubiquitous computing research involving implemented systems has 
been pilot projects to demonstrate that pervasive computing is useable [7]. In general, 
these pilot projects represent ad-hoc, specialized solutions that are not easy to 
replicate. However, one thing that these applications do share is the notion of context. 

Context-aware computing is a paradigm in which applications can discover and 
take advantage of contextual information. This could be temperature, location of the 
user, activity of the user, etc. Context is any information that can be used to 
characterize the situation of an entity. An entity is a person, place, or object that is 
considered relevant to the interaction between a user and an application, including the 
user and application themselves [8]. 
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In order to ease the development of pervasive applications, effort has been placed 
into developing solutions that enable easy use of context. There are two main 
approaches: libraries and infrastructure. A library is a generalized set of related 
algorithms whereas an infrastructure is a well-established, pervasive, reliable, and 
publicly accessible set of technologies that act as a foundation for other systems. For a 
comparison between the two, see [9]. 

The Context Toolkit [1, 10] provides a set of Java objects that address the 
distinction between context and user input. The context consists of three abstractions: 
widgets, aggregators and interpreters. Context widgets encapsulate information about 
a single piece of context, aggregators combine a set of widgets together to provide 
higher-level widgets, and interpreters interpret both of these. 

In the Gaia project, an application model known as MPACC is proposed for 
programming pervasive space [11], and includes five components with distinct critical 
functionalities in pervasive computing applications. The model provides the 
specification of operation interfaces, the presentation dictates the output and 
presentations, the adaptor converts between data formats, the controller specifies the 
rules and application logic and the coordinator manages the configurations.  

EQUIP Component Toolkit (ECT) [12], part of the Equator project, takes an 
approach more similar to distributed databases. Representing entities in the smart 
space with components annotated with name-value pair property and connection, ECT 
provides a convenient way to specify conditions and actions of the applications, as 
well as strong support in authoring tools, such as graphic editors, capability browsers 
and scripting capabilities. 

The use of ontology in our model is related to the notion of Semantic Web services 
[13]. The idea is that by giving a description of a web service we can automate tasks 
such as discovery, invocation, composition and interoperation. The Semantic Web 
makes use of description logic to describe a service. Description logics are knowledge 
representation languages tailored for expressing knowledge about concepts and 
concept hierarchies. An agent can use this description to reason about the behavior or 
effect of the invocation of a web service. 

The SOCAM architecture [2] is a middleware layer that makes use of ontology and 
predicates. There is an ontology describing the domain of interest. By making use of 
rule-based reasoning we can then create a set of rules to infer the status of an entity of 
interest. The SOCAM research shows that ontology can be used as the basis of 
reasoning engines, but such engines are not suitable for smaller devices due to the 
computational power required. 

CoBrA [3] is a broker-centric agent architecture. At the core of the architecture is a 
context broker that builds and updates a shared context model that is made available 
to appropriate agents and services.  

Our programming model differs from the models and tools summarized in this 
section in that we give a formalization of the pervasive space and solely make use of 
description logic to interpret the current state of the world. This guarantees that 
contexts declared can actually occur in the space and prevents us from simultaneously 
activating contradictory contexts. We also explicitly describe the effect of entities in a 
smart space, allowing the system to detect conflicting or dangerous behaviors at 
compile time. This provides safety assurance in the pervasive space at all times. 
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3   The Physical World 

Unlike traditional computing systems, which primarily manipulate a virtual 
environment, smart spaces deal with the physical world. We observe and interact with 
the world. We consider the world to be in a certain state at a given time. Smart spaces 
encode the physical world using three entities: sensors, actuators, and users. 

Sensors and actuators are active objects in the space. Sensors provide information 
about a particular domain, giving the system information about the current state of the 
space. A sensor cannot change the state of the space – it can only observe. Actuators 
are devices that influence the state of the space. They can influence the state because 
the invocation of an actuator has at least one intentional effect on a particular domain. 
For example, an intentional effect of the air-conditioner actuator is to cool the room, 
affecting the “temperature” domain. This change can be observed by a temperature-
domain sensor, such as a thermometer. 

Objects other than sensors and actuators are “passive” or “dumb” objects, and 
cannot be queried or controlled by the space. These entities, such as sofas or desks, 
are therefore irrelevant to the programming model. They may be embedded with 
active objects (e.g., a pressure sensor in the seat of a couch), but it is the sensors or 
actuators that are important, not the passive object itself. 

Users are special entities in the space. While they are of course not “wired” into the 
system like sensors or actuators, users are an integral part of the smart space, as it is 
their various and changeable preferences and desires that drive the operation of the 
space. 

3.1   Observing the World with Sensors 

We consider our world of interest to be U = ∏ Dj where Dj is a domain, within the 
bounds of the space, that is observable by sensors. We will use u ∈ U to denote 
aspects of the current state of the world. 

Sensors provide data about the current state of affairs. A smart space typically 
contains many physical sensors that produce a constant stream of output in various 
domains. As this data is consumed by the smart space, each physical sensor can be 
treated as a function the space can call to obtain a value. 

 
Definition 1 (Sensor). A sensor is a function that produces an output at a given time 
in a particular domain. 

f i 
j : U  Di 

Notice that we can have multiple sensors observing a single domain Di. This is 
indicated by f i

1, fi
2, etc. Sensors in the same domain may produce different values due 

to different locations, malfunction or calibration issues. The smart space system will 
be responsible for correctly interpreting data. We can group all available sensors 
together and define f = ∏ fi to be a snapshot of all sensors at a point in time. 

3.2   Influencing the World with Actuators 

Actuators allow the smart space to affect the physical world. We model the actuators 
as a set A with elements ai ∈ A. Our model assumes that while an actuator is turned 
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off it has no effect on the world. In this sense, an actuator that is off is the same as an 
actuator that does not exist in the space. 

Every actuator in the space has certain intentional effects, which are the goals we 
intend to achieve with activation of the actuator. Programmers specify the intentional 
effect by defining how activation of the actuator will affect the state of the pervasive 
space – in other words, given the current state, to what new state will the space 
transition when the actuator is turned on. We formalize the intentional effect of an 
actuator as follows: 

 

Definition 2 (Intentional Effect). An intentional effect of an actuator a is the set of 
states that possibly can arise due to invocation of that actuator: 

ga : U  2U 

An actuator may have more than one intentional effect. For example, turning on a 
vent can be used both to improve the air quality and raise the overall power draw. 

3.3   Inhabiting the World as a User 

To model the user we roughly follow the belief-desire-intention [14] model, in the 
sense that the user observes the state of the space and, based upon this information, 
commits to a plan of action. A user’s Desires are the set of preferences about the state 
of the world. These preferences dictate how the world should be at that given 
moment. Belief is the current observed state of the world, interpreted by taxonomy. 
Ideally the system’s perception of the state of the world should the user’s perception. 
Intention is the action plan to which the user commits. In a smart space this is the 
activation of a set of actuators, aiming to fulfill the desire as previously mentioned. 

The idea is that the user observes that state of the world. The user then classifies 
the state according to the users’ specific taxonomy. This classification gives rise to a 
set of contexts that are active, and each context is associated with a set of behaviors. 
The intention of these behaviors is to change the current state to a more desirable 
state. For example, if user interprets the world as Cold Indoors, we turn on the heater 
with the intention to reach the desired context of Warm Indoors. 

4   The Context-Driven Programming Model for Pervasive Spaces 

Our smart space programming model involves interpreting the sensor readings, 
controlling the actuators and capturing and reasoning about the users' desires. 

4.1   Interpreting Sensor Data 

Dealing directly with sensor data is rather awkward. Instead, we would like to work 
with higher level information that describes the state of the world. A natural choice 
for describing knowledge is to use description logics. Using description logic we can 
define an ontology that describes the smart space. We will restrict ourselves to 
taxonomic structures, and therefore will have no need to define roles. The language L 
we define here is similar to ALC without roles. This language, and description logics 
in general, are described in more detail in [15]. We will closely follow their 
definitions, but will use the term context and concept interchangeably: 
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Definition 3 (Taxonomy). Concept descriptions in L are formed using the following 
syntax rule: 

C, D  AC | ⊤| ⊥ | ¬C | C ⊓D | C ⊔D  

where AC denotes an atomic concept. 
 

Atomic concepts are those concepts that are directly associated with sensor readings, 
and are not defined in terms of other concepts. For instance, we can define the atomic 
concepts Smokey, Clear, Smelly and Fresh. The first two concepts can be directly 
observed by a smoke detector and the last two can be observed by chemical sensor. 
We could then construct derived concepts, such as Murky_Air = Smokey ⊓Smelly. 

Apart from describing concepts we need to have a way to interpret these concepts, 
as this will allow us to interpret the state of the space u ∈ U. Hence we define 
concepts in terms of U: 

 

Definition 4 (Interpretation Function). We define the interpretation I as follows: 

ACI ⊆ U    ⊤
I = U     ⊥

I = ∅ 
(¬C) I = U - CI         (C ⊓D) I = C I ∩ D I         (C ⊔D) I = C I 

∪ D I 

 

We would also like to specify how a context or group of contexts relates to another. 
There are two ways of declaring relationships between two contexts. One is the 
inclusion relation, where some base context is a component of a larger composite 
context (e.g., the base contexts Smoky Air and Foggy are included in the composite 
context Smoggy). The other is the equivalent relation, used to resolve ontological 
issues where the same context has multiple names. Formally these relations are 
defined as: 

 
Definition 5 (Context Relations). Inclusion and equality are defined as follows: 

Inclusion: C ⊑ D, interpreted by CI ⊆ DI 
Equality: C ≡D, interpreted by CI = DI. 

 

The description of how a set of concepts relate to each other is called a terminology or 
T–Box. A terminology T is a collection of inclusions and equalities that define how a 
set of concepts relate to each other. Each item in the collection is unique and acyclic. 
Concepts that are defined in terms of other concepts are called derived concepts. An 
interpretation I that interprets all the atomic concepts will allow us to interpret the 
entire taxonomy. 

Interpretation of the current state of the world is straightforward. We identify 
whether the current state of the world is a member of any concept. In other words, to 
verify whether u ∈ U satisfies concept C we check that uI ∈ CI. The interpretation of 
the current state of the space leads us to the current active context: 

 

Definition 6 (Active Context). The active context of the space R: U  2C is: 

R = {C | uI ∈ CIi} 
 

Much of the related research takes different approaches to derive higher level 
information. Most sensor networks in the literature make use of a hierarchy of 



 A Context-Driven Programming Model for Pervasive Spaces 37 

interpretation functions, often referred to as context derivation [16, 17, 18], which 
take as input the readings (or history of readings) from sensors and produce a new 
output value. We avoid these derivations because there is no guarantee that the 
derived functions will follow the consistency rules as specified by description logic. 
The inconsistency implies that contradictory or invalid (undefined) context states 
could arise, introducing potentially dangerous situations. 

4.2   Controlling Actuators 

Apart from observing the space, we are also controlling the space using actuators. 
Within a smart space, users and the system can perform sequences of actions by 
turning actuators on or off.  

 

Definition 7 (Statement Sequence). Given a set of actuators A, a statement sequence 
S, also known as a sequence of actions, is defined as follows: 

S ::= ↑ai | ↓ai | S1; S2 

Where ↑ai turns actuator ai ∈ A on, and ↓ai turns actuator ai off. We also denote 
action prefixing using the symbol ‘;’ to indicate that we first perform statement S1 
and after which we execute the remaining statement S2. 
 

Using the description of an intentional effect it is now straightforward to identify 
whether or not two actuators conflict with each other. Two actuators ai and aj are in 

conflict in context u if gi(u) ∩ gj(u) = ∅. 
That is, the invocation of ai leads to a state of the world that is disjoint from the 

state to which the invocation of aj will lead, hence this state of the world can never 
arise. A classical example of the invocation of two conflicting actuators is the air-
conditioning and the heater. A heater will raise the room temperature whereas an  
air-conditioner will lower the temperature, hence a statement that activates both the 
air-conditioner and the heater at the same time is considered to be contradictory. 

4.3   Beliefs-Desires-Intentions of Users 

As we mentioned earlier a user has a belief about the possible states of the world T, 
which can be captured by taxonomy and the interpretation of the user. The current 
belief about the state of the world can be captured with taxonomy and an 
accompanied interpretation. The interpretation maps the values obtained from a 
sensor to the atomic concepts. We express the intentions I of the users by a sequence 
of actions the user wishes to execute in a particular context. Formally, a user can be 
denoted by  
 

Definition 8 (User). A user can be denoted by a tuple 

B ::= <T ; I; D, X, I> 

Where T and I are the taxonomy accompanied by the interpretation of the user. The 
user can then specify desired contexts D, and extremely undesirable impermissible 
contexts X. Let I: C  S be a mapping from context to statements that shows possible 
intentions to transit away from context C. 
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Definition 9 (Active and Passive Intentions). Assume current active context is 
represented by R the following transitions defined the activeness and passiveness of 
intentions: 

Active Intention: 
DRI aI

a ⎯→⎯:
 

  Passive Intention: 
RDI pI

p ⎯→⎯:
  

For instance, turning on a ventilation fan is an action that has an intentional effect of 
transiting the air quality in a house from Murky Air to Clean Air, therefore “Turn On 
Vent” is an active intention. Turning on the stove to sear steak, on the other hand, can 
produce smoke and degrade air quality from Clean Air to Murky Air. By turning off 
the stove we may eliminate the source of the smoke, therefore there is a possibility for 
improving the air quality over time, hence “Turn Off Stove” is a passive intention. In 
our model, the active intentions (what happens when an actuator is turned on) are 
specified by programmers, and the passive intentions (what happens when an actuator 
is turned off) are inferred by the system. 

4.4   The Smart Space Programming Model 

We can now define a space consisting of sensors and actuators and a user using the 
following operational semantics: 

 

Definition 10 (Programmable Pervasive Space). A programmable pervasive space 
can be denoted by a tuple consisting of: 

P ::= <B;R; S; 2A> 

Where B is the representation of the user, R the currently active context, S the 
statements we are currently processing and 2A the set of actuators currently active. 

 

Spaces changes over time due to nature. We model the effect of nature by a transition 
that changes the state of the space, and observe the changes of the space through our 
sensors. 

 

Definition 11 (Environmental Effect) 

<b; f(u); S; a>  <b; f(u’); S; a> where f(u) ≠ f(u’) 

The other way in which the space can change is by actuators that the space controls. 
The following transitions capture the turning on and off of actuators: 

Activation: <b; u; ↑ai; a>  <b; u; ε ; a ∪ ai> 
Deactivation: <b; u; ↓ai; a>  <b; u; ε; a \ ai> 

If the set of active contexts has changed, we obtain the intentions from the user and 
execute the desired sequence of actions: 

Context Change: <b; f(u); S; a>  <b; f(u’); i(R(f(u’))); a> whenever R(f(u’) ≠ 
R(f(u)). 
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5   Scenario and Programming Procedures 

The context-driven model defined in the previous sections, when comparing to other 
existing programming models for pervasive computing, provide stronger safety 
features and better capability to evaluate multiple potential action plans. The overall 
state of a smart space is captured in a context graph based on the interpretation of the 
user (T, I), in which the desirable contexts (D) and the impermissible contexts (X) are 
specified. The sensors retrieve the readings, and identify the current active contexts 
(R), and then the smart space devises the plan I to move the state from R toward D. 
We next demonstrate three advantages of this model using the following scenario. 

5.1   Applying the Context-Driven Programming Model 

Matilda is an 85-year old lady, living alone in a free-standing smart home. Though 
suffering from mild dementia, she does not require live-in assistance. Instead, she 
makes use of the services in the smart house that provides cognitive assistance. On a 
chilly night in December, Matilda is searing a rib eye steak on the stovetop for dinner. 
Her steak is well-marbled with fat, and is generating a lot of smoke as it cooks. The 
smoke clouds up the kitchen, and soon sensors detect that the air quality in the house 
is fast degrading. Matilda is unaware that there is a problem, but the services in the 
smart house can alert her to the dangers, cue her for response, or even resolve the 
problems automatically. The remainder of this section describes the development of 
these cognitive assistance services using our context-driven programming model. 

According to the context diagram of the house (Fig. 1), there are two contexts in 
the “Air Quality” domain (Dair_quality). They are the Murky Air context and the Clean 
Air context, with Clean Air being the preferred context. The air quality can be 
monitored using a Smoke Detector Sensor, represented in our model as the function: 

qualityairectorsmoke DUf _det_ : →
 (U represents the overall state of the house) 

The current state of the house can be represented by the active context of the space 
R, which consists of the contexts that can be observed and are currently true. Before 
Matilda starts to sear the steak, R = {Clean Air, Low Power Draw, Warm Indoors}. 
At some point, because of Matilda’s cooking, Murky Air has replaced Clean Air in R. 

Looking up the context graph, as shown in Fig.1, the home server found three 
possible courses of actions that can be employed to improve the quality of the air: 
opening the window, turning on the vent, or turning off the stove. 

For this particular example, there are three actuators of interest. Therefore we 
define the actuator set A as {Window, Vent, Stove}, because at least one of their 
intentional effects are relevant to air quality. In particular, “Open Window” and “Turn 
On Vent” can both take us actively from the Murky Air to Clean Air context, while 
“Turn On Stove” has the reverse effect, therefore it is possible that by turning off the 
stove, we can observe the improvement of air quality. These intentional effects are 

described in our model as:
qualityair

windowg _

: Murky air  Clean air, 
qualityair

ventg _

: Murky air 

 Clean air, and 
qualityair

stoveg _

: Clean air  Murky air. In this case, “Open Window” 
and “Turn on Vent” are active potential actions because they can proactively improve 
the air quality, while “Turn Off Stove” is a passive option. 
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Murky air

Clean air

Open window 
Turn on stove Turn on vent

Context Intentional EffectPreferred Context Impermissible Context

Blown fuse

Medium power draw 

Low power draw 

Turn on stove
Turn on heater

Turn on oven
Turn on vent

Turn on stove
Turn on heater

Turn on oven
Turn on vent

Overcooked Steak

Turn on stove  

Turn on stove 
Cooked Steak

Raw Steak

Warm Indoor 

Open window

Hot Indoor

Cold Indoor

Open window

Turn on A/C 

Turn on A/C Turn on heater 

Turn on 
heater  

 

Fig. 1. Context Graph for Matilda’s House 

5.1.1   Evaluating Potential Actions 
When evaluating all the possible options, the home server first examines the active 
options before considering passive options. It starts by checking the side effects of 
each of the potential actions. In this case, it finds that, in addition to improving the air 
quality, opening the windows may cause the room temperature to drop if the outdoors 
temperature is lower than the current room temperature. It also finds that turning on 
the vent will increase the power load of the house. These side effects are as: 

etemperatur
windowg

: Hot Indoors  Warm Indoors; Warm Indoors  Cold Indoors 
drawpower

ventg _

: Low Draw  Medium Draw; Medium Draw  Blown Fuse 

Upon calculation, the home server decides that opening the window would cause 
the room temperature to drop from warm to cold, which is much less preferable, while 
turning on the vent will only increase the power draw marginally. Hence the home 
server decides that turning on the vent is the preferable action. In other words, the 
home server will now choose an action plan consisting of the statement S = {↑vent} in 
an attempt to improve air quality in the house to Clean Air. 

5.1.2   Detecting Conflicting Directives 
A few minutes pass, but the sensors have not reported any significant improvement in 
air quality. The vent can barely keep up with the smoke produced by searing the 
steak. The context Murky Air is still part of the active context R, and the home server 
must employ another means to clear the air. Its only remaining option is to turn off the 
stove (S1={↓stove}) so as to stop the steak from producing more smoke. However, 
this is in conflict with the cooking assistance service, which wants to keep the stove 
on high heat (S2={↑stove}) until the internal temperature of the steak reaches 133 ˚F.  

As we have defined, a pervasive space is represented as the 4-tuple {B; R; S; 2A}. 
At this moment, S includes two statements: S1 (trying to deactivate the stove actuator) 
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and S2 (trying to activate the same stove actuator). Detecting that S1 and S2 are 
contradictory, the home server prompts Matilda to see if she prefers to turn off the 
stove to improve the air quality or to leave the stove on until the steak is done. 

5.1.3   Avoidance and Handling of Impermissible Contexts  
Matilda decides that just steak isn’t enough for dinner, and prepares to toast some 
garlic bread in the oven. She would of course like to toast the bread while the steak is 
searing, so everything is done at the same time.  

On this chilly night, however, the heater in Matilda’s house is already running at 
full force. With the stove already turned on to high heat and the vent whirling to keep 
the smoke out of the kitchen, the home server calculates that turning on the oven 
would draw too much power, resulting in an impermissible context, Blown Fuse. In 
such a cold night, Matilda’s frail condition, a blown fuse that cut off electricity would 
greatly endanger her health. The home server therefore decides to prevent oven from 
being turned on, and announce a message to Matilda through the speaker in the 
kitchen to try again later. 

5.2   Programming Procedures 

How do programmers actually program a pervasive computing space using context-
driven programming model? We identified the following three-step procedure: 

1. Design the Context Graph: Programmers have to decide what the domains of 
interest are, and what the contexts of interest within these domains are. This 
decision is heavily influenced by availability of the sensors, the services planned, 
and the users' belief and desires. 

2. Interpret Sensor Readings: Programmers have to define interpretation functions 
from ranges or enumerated possible reading values from various sensors to atomic 
contexts appearing in the context graph. 

3. Describe Intended Behaviors: Programmers have to describe intended behaviors 
in terms of action statements associated with each context in the context graph, so 
that smart space knows which actuators to manipulate when various contexts 
become active. 

A prototype IDE has been implemented to facilitate the programming practice 
using this context-driven model. The prototype is currently being tested internally. 

6   Conclusion 

Many research projects have explored different programming models for pervasive 
computing, but the applications developed can only focus on achieving their own 
goals and often lose sight of the overall picture in the smart space. This can lead to 
conflicts and erroneous behaviors. Building upon the experience learned during the 
implementation of the Gator Tech Smart House, we proposed and experimented with 
a new context-driven programming model to address some of these shortcomings. 

In other existing models, contexts only complement the traditional programming; 
our model uses contexts as the primary building blocks. Programmers build the 
context graph that captures all possible states that are of interest in the smart space. 
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Contexts from the graph are marked as desirable, transitional, or impermissible. 
Programmers also define the intentional effects of actuators in terms of transitions 
from one context to another. The system is responsible for identifying active contexts 
from sensor readings and choosing actions that can lead to more desirable contexts. 

The benefits of our context-driven programming model are improved coordination 
using explicitly defined behaviors based on context, enhanced safety guarantees and 
real-time, at-a-glance snapshots of the space’s status. By explicitly describing the 
effect of all the basic entities we can detect conflicting devices at compile time, and 
the system is better able to evaluate multiple potential action plans. In addition, this 
explicit description makes it easier to change services based on users’ varying 
preferences. The model is also able to detect conflicting or dangerous behaviors at 
runtime. Finally, the explicit context graph allows programmers to define 
impermissible contexts – states of the space that are extremely dangerous and must be 
avoided – as well as providing the support at runtime to avoid and handle them. 

The formalization of the model and the provided scenario demonstrate the 
practicality of this model. We are currently developing and testing tooling support for 
this model, as well as integrating it with other technologies developed in our lab, 
mainly the Atlas sensor network platform [19], providing an end-to-end solution for 
creating programmable pervasive spaces. 
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Abstract. Tracking the movement of people in indoor environments is
useful for a variety of applications including elderly care, study of shop-
per behavior in shopping centers, security etc. There have been several
previous efforts at solving this problem but with limited success. Our
approach uses inexpensive pressure sensors, placed in a specific manner,
that allows us to identify multiple people. Given this information, our
algorithm can track multiple people across the floor even in the presence
of large sensor error. The algorithm we develop is evaluated for a variety
of different movement patterns that include turning and path crossing.
The error in correct path detection is shown to be very small even in
the most complex movement scenario. We note that our algorithm does
not use any a priori information such as weight, rfid tags, knowledge of
number of people, etc.

1 Introduction

The problem of tracking people in indoor spaces is an important component
for a variety of applications including in-home care for disabled or seniors,
etc. Traditional approaches to this problem include using multiple cameras,
sound/vibration sensors, and RFID tags or other radio devices planted some-
where on the clothing. The problem with the latter solutions is that they lack
generality while the camera solution tends to be expensive both in computation
as well as cost. The solutions that have been implemented using sound/vibration
require special raised floors for implementation and even with that require-
ment, they often display a significant lack of accuracy as well as inability to
track multiple people. In this research we develop an algorithm for tracking
multiple people simultaneously using simple pressure sensors that can be em-
bedded in carpets or floor tiles. The algorithm can track people even when
they are shoulder to shoulder and in the presence of arbitrary turns and path
crossings.

The remainder of the paper is organized as follows. We discuss the sensor
used as well as its sensing capability in section 2. We also characterize the er-
ror in locationing as measured for this sensor. In section 3 we examine the
problem of sensor placement with the goal of low cost and high accuracy. Sec-
tion 4 then presents our tracking algorithm. The tracking algorithm is stud-
ied in section 5. Related work is discussed in section 6 and conclusions are in
section 7.
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2 Sensor Description

The sensors we use are inexpensive Flexiforce pressure sensors. They are as
thin as a piece of paper (0.127mm) so that people cannot feel the existence of
the sensor when they walk on the tile. The maximum sensing range is 454kg.
Other specifications are [10]: length 203mm, width 14mm, sensing area 9.53mm,
connector 3-pin Male. In use, we place these sensors directly underneath flooring
tiles. The readings from multiple sensors (up to 8) are simultaneously fed into a
standard serial port.
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Fig. 1. Characterizing sensor readings
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Fig. 2. Locationing error

To understand how the sensors react to force applied to the tile as well as the
locationing error which comes about due to absorption by the tile (by flexing)
and we characterize how sensor readings relate to the distance between the point
on the tile where the force is applied and the location of the sensor underneath
the tile. We place a sensor under a corner of a 20cm × 20cm tile and applied
force at various points on the tile. We obtain the sensor readings si for distance
di. We also apply the same force on the tile directly on top of the sensor giving
us reading s0. Figure 1 plots s0/si as a function of di. As we can see, there is
a good linear fit between these quantities and the linear equation gives us the
needed expression for interpreting the sensor readings.

We next place three sensors underneath the tile as shown in Figure 2. The goal
here is to determine the position of an applied force without prior knowledge
of the s0 value. The unknowns therefore are s0 and dj (j = 1, 2, 3 for the three
sensors). The measured values are sj and we know the relative location of the
three sensors. We can thus solve for the dj values to determine where on the
tile the force is applied. In the figure, we indicate by a ’o’ the actual location
of the force for each of the ten values shown and by a straight line the error
between the actual position and the estimated position (the other endpoint of
each line gives us the estimated position using sensor readings). The average
error is 3.8cm though in some cases it is significantly more. Given that the
tile is 20cm × 20cm, we can estimate the error as π1.52/64 or approximately
12%.
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3 Sensor Placement

Consider a high enough density of sensor deployment such that m ≥ 1 sensors
will be stepped upon by each foot. This gives us an accurate estimate of the foot’s
location but is very expensive. Let us consider an alternative technique which
loses some accuracy but has a significantly reduced cost. We cover the floor with
tiles of the size equal to an average foot step and place one sensor under each
tile. Thus, when a foot is placed fully on or even partially on a tile, all the sensors
under the tile sense some pressure. However, if there are two feet on the same
tile, we have an ambiguous result as shown in Figure 3 since the data can be
interpreted to mean that there are either three feet on three different tiles or two
feet each of which overlaps two tiles. This ambiguity causes tracking error. Our
goal is to be able to locate the foot step of each person while minimizing the total
cost. There are a very large number of possible sensor/tile placements. However,
these placements need to satisfy two requirements: first, the placements should
ensure that at least one sensor senses each foot step otherwise we may fail to
identify all foot steps of a person; and second, no more than one foot should
step on each tile at any given time in order to ensure that we can distinguish
between different foot steps.

Fig. 3. One sensor per foot deployment
ambiguity

m

e

a

Fig. 4. Circular tile with gap deploy-
ment

The set of possible sensor/tile placements can be divided into two – tiling
that covers the floor completely or tiling that leaves gaps. We observed that the
latter placements typically gave us far lower cost. In addition, these types of
placements tend to reduce ambiguity where one foot can step on multiple tiles
simultaneously. However, we need to be careful about how the tiles and sensors
are placed so that we meet the two requirements mentioned previously.

Based on an evaluation of several placements, we came up with the deploy-
ment shown in Figure 4 with 3 sensors per tile. Assume that there is a minimum
distance ε between two people. Thus, if ε is greater than the foot size, the pos-
sibility of two people stepping on three consecutive tiles as in Figure 3 will not
happen. Let us assume that the foot step size is l×m, where l is the length and
m is the width of an average foot. We choose the diameter of the circular tile to
equal ε because it can ensure that no two or more steps on the same tile belong
to different people. Tiles are placed distance m apart which ensures that we will
not miss any foot step. To ensure that at least one sensor senses every step, we
require a ≤ l as shown in Figure 4. Let m ≈ 0.5l and a = .5ε− (sin 60× (ε+m)).
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Therefore, ε < 1.5l. This means that ε has to be less than one and a half foot
length, which is reasonable.

4 Tracking Algorithm: Sliding Window LMS

Assume that the locationing algorithms discussed previously give us foot loca-
tions for one or more people, with some error. The problem then is to track
people as they move around the sensed area. We make no assumptions about
how the people move except that physically impossible cases (such as one per-
son walking through another) do not occur. We initially considered a simple
algorithm which finds a straight line fit using a least mean square error metric.
Unfortunately, in many cases, this algorithm has an unacceptably high error
where it combines foot locations belonging to different people. Therefore, we
enhanced the algorithm by using more information such as step length to dis-
tinguish between different people. It performs much better but it fails when we
have crossing paths and turns. This led to the sliding window algorithm that
explicitly finds turns in paths.

The algorithm is based on the assumption that a person’s path consists of
straight line paths and turns alternating with each other. Therefore, finding
where the turns occur and fitting multiple straight lines to the provided foot
locations gives us a good estimate of the paths. The algorithm is divided into
two parts: an initialization stage and then an iterative stage.

The initialization stage considers the first three step locations of n people.
Let p1, p2 and p3 be the first three consecutive points and ζ be the default
average step length. Let e(pi, pj) be a function of the distance from pi to pj and
d(pi, pj, pk) be a function of the shortest distance from point pj to straight line
pi and pk. The error of each three points is d(p1, p2, p3) + |ζ − e(p1, p2)| + |ζ −
e(p2, p3)|.

Consider all the possible three tuples consisting of the first, second, third
steps. For each collection of n such tuples, we compute the sum of the least
mean square error. Then the combination with the smallest error represents the
first three steps of n people.

In the iterative stage, there are two important parts. The first part is to
distinguish each point in the new set of points belonging to each path. The
second part is to determine if the new point is a turning point for each path.

To achieve the first part, we extend the straight line formed from the initial
stage by adding one more point (i.e., the fourth point). This is because people
mostly walk in one direction (i.e., turns are infrequent). There are n points and
n lines. For each person, the average step length is stored and updated in every
iteration. It’s initial value is ζ and it’s value is re-calculated using d(p1,p2)+d(p2,p3)

2 ,
which gives us an increasingly accurate estimate of step length as more data is
collected. We take the combination of one line and one point and compute the
error of fitting all the points to the line and the error of the average step length.
Then, we calculate the sum of the mean square for all n people and we pick the
combination that yields the lowest error.
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In the second part of the iterative stage, we create a window per person (path)
and only consider points that lie within a variable window. The window expands
whenever a new point is added. However, it will slide and reduce in size when
the tracking algorithm determines that the person has turned.

To understand the workings of this algorithm, it is useful to model a person’s
path as either being one where the person is walking in a straight line or the
person is making a turn. The initial state for the algorithm starts with the
assumption that the person is walking in a straight line. When in this state, the
window expands by adding new points and adapting the paths. However, when
a turn is detected, the window shrinks to 3 points only and then starts to grow
again by adding additional points if the person is detected to be walking in a
straight line otherwise it keeps sliding while maintaining a size 3.

Detecting turns works as follows. When people walk, their left and right feet
hit the floor alternatively. This information is used by the algorithm to determine
when a person turns. The key idea here is illustrated in Figure 5 where we
see seven points corresponding to the path followed by one person (the points
correspond to the left foot then the right then the left and so on). Let us look
at points 1, 2, 3 first. Point 4 lies within the angle formed by the line segments
connecting points 1-2 and 1-3. Therefore, point 4 does not represent a turn.
Likewise, to determine whether point 5 represents a turn, we look at the angle
formed between segments 2-3 and 2-4. Again, we see that point 5 lies well within
this angular region. Consider point 6 now. We see that point 6 lies outside the
angle formed by 3-4 and 4-5 and thus it represents a turning point. Until this
point our window contained all the points from 1 to 5. However, after the turn
is detected, we shrink it to points 4, 5, 6 only. Next we look at point 7. Since it
lies within the angular region formed by segments 4-5 and 4-6, we conclude that
the person is walking in a straight line again and the window grows to include
points 4,5,6,7.
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Fig. 5. Turning point

5 Simulation Results

In order to evaluate the tracking algorithm, we developed a test case generator
which generates different topological test cases corresponding to varying num-
bers of people, location errors, etc. The output files contain a set of points in
continuous time. In order to generate realistic test cases, we rely on a study of
the walking behavior of people. [9] provides us the relationship between height
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and stride length Height × x = stridelength where x ≈ 0.4. If we assume that
the average height is 168cm, we get a stride length of 67cm.

5.1 Experimental Design

In order to evaluate delete our tracking algorithm, we designed an extensive set
of experiments that gave us a total of 180 distinct test cases and each test case
was repeated ten times. The variable parameters we use are

– Number of people: this number is varied from 2 to 5.
– Location error: this corresponds to error in determining the exact foot posi-

tion and takes values 0%, 10%, 20%, 30% and 40%. Recall that we measured
the locationing error to be approximately 12% (section 2). The erroneous
location is generated as follows. The test case generator first generates the
actual foot position. We then generate a uniform random angle between 0
and 2π and a random length equal to the error percentage times the average
foot length. This position is the location fed to the tracking algorithm.

– Phase: people are either all in phase or out-of-phase (in-phase means they
start with the same foot). For three or more people, each individual is out of
phase with respect to the two on either side when we consider out-of-phase
experiments.

– Direction: for two people, there are two cases (same direction or opposite
direction). For three or more, we consider the cases when either all the
people are going in the same direction or when the directions alternate.

– Path shape: We consider straight line with zero or one turn per person. For
two people we consider all the cases (i.e., turns with the same or different
direction). However, for three or more people, we consider only a subset of
cases because more complicated cases can be reduced to a union of cases
with two people.

– Crossings: We consider cases when straight line paths cross or turning paths
cross. For two people we consider straight lines crossing at different crossing
points as well as crossing with turns, again at different crossing points. We
also consider a case when the two people turn but do not cross each other.

Tables 2,3 list some of the various test cases we study. In the case of two
people, we consider all the possible combinations of turning, crossing, direction,
and phase. In (a) the two individuals are in-phase but they are out-of-phase in
(b). (d) and (e) correspond to crossings at two different times. (h) is interesting
because it includes turning and crossing at the same time. Finally, cases (i) and
(j) are challenging because it is easy for the tracking algorithms to think that
the two paths cross each other.

For three people (Table 3) there are lot more combinations possible. However,
many of them are simple extensions of the two person cases, which we ignore.
Cases (i), (j), (k), (n) correspond to crossings involving all three paths. Cases
(g), (h) , (m) have two people turning without crossing paths. These cases are
interesting when there is high error in location which can cause all three paths
to be mis-interpreted. The case with five people (Table 3) (o) (p) contains even
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more complicated crossings and turns that enable us to better understand the
performance of our algorithms.

In Tables 2,3 we indicate the performance of the algorithms using an accuracy
metric defined as follows. For a given test case, we count the total number of
points. We then find the number of points that are assigned to incorrect paths
by the algorithm. The ratio of this value expressed as a percentage gives us a
measure of the accuracy of the algorithm. Thus a value of 0 in the tables means
a 100% accuracy whereas a value of 9 in the table means that 91% of the points
were correctly assigned. In the tables, we have five values that correspond to the
five error values of 0%,10%,20%,30% and 40% in locationing respectively.

5.2 Two Person Case

Let us first consider the three cases when two people walk in a straight line.
The first case is when the two people walk in the same direction in phase (i.e.,
start with the same leg). The second case is same as the first one but the two
people are out of phase, i.e., two people start walking with different legs. The
last case is when the two people walk in opposite directions. As Table 2 shows,
the out-of-phase case has a lower accuracy as compared with the in-phase case.
The accuracy is affected somewhat by the error in foot position but the effect is
quite small. As we would expect, accuracy is higher when the two people walk
towards each other since there is little possibility of confusing the foot positions.

Let us now consider the case when paths cross. If two paths cross at different
times for the two individuals, then the problem of identifying the paths correctly
is trivial. This case is illustrated in Figure 6 where A and B’s paths cross but at
very different times. On the other hand, consider the situation shown in Figure 7
where we see two people crossing each other almost simultaneously. In the figure,
A crosses B’s path at time units tA : 3, 4 while B crosses at time units tB : 1, 2.
We define this case as a crossing occurring at (3, 1) where we pick the earliest
times for A and B when their paths cross. In order to study how the algorithms
performed, we varied tB over a range of times. For each topology design, we also
applied location estimation error ranging from 0% to 40%.
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Fig. 6. Crossing path at t1 : 7, 8 of the
first object and t2 : 1, 2 of the second
object
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object
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Figure 7 shows the result of crossing at tA : 3, 4 and from tB : 1, 2 to tB : 6, 7
with error between 0% ∼ 40%. For our algorithm, if the crossing points tA and
tB differ by at least three then the algorithm will track the people correctly. In
other words, A crosses at tA : j, k, then if B crosses either before tB : j − 2, k− 2
or after tB : j + 3, k + 3, the algorithm will work correctly. The table also tells
us how the location error affects the result. However, its effect is unpredictable.

Table 1. B crosses at different time instants while A crosses at time is 3,4

0% 10% 20% 30% 40% 0% 10% 20% 30% 40%
crossing time 1,2

√ √ √ √ √
crossing time 4,5 × × × √ ×

crossing time 2,3
√ √ × √ √

crossing time 5,6 × × × √ ×
crossing time 3,4 × × √ √ √

crossing time 6,7
√ √ √ √ √

Table 2. Different combinations of two people walking. Number represents the error
percentage from test case with 0% to 40% respectively.

time differ = 2 time differ = 3 time differ = 2

0,0,0,0,2 0,0,0,1,3 0,0,0,0,0 0,0,0,6,20 0,0,0,0,0 0,0,0,3,2 0,0,0,0,5 0,0,0,0,0 0,0,0,0,0 0,0,0,5,11
(a) (b) (c) (d) (e) (f) (g) (h) (i) (j)

In Table 2 (d), (e) we see the results for the cases when the different of crossing
times are 2 and 3. The algorithm is more accurate when the crossing time is far
apart while maintaining 94% accuracy for 30% locationing error in (d). It is
interesting to compare the results for cases (d) and (h). We see that in (h), the
algorithm works better than in (d) even though (h) includes a turn and the
difference in crossing time is close to each other. The reason has to do with the
angle between the two paths at the point where they cross. In (h), as we can see,
the angle is much greater than in (d) thus, the algorithm has a smaller chance
of mistaking points belonging to one person for the other.

Finally, consider cases (i) and (j), where two paths are at their closest to
each other. Our algorithm has a reduced accuracy for (j) because sometimes the
algorithm predicts an erroneous U shaped path for each person. However, the
probability of this happening is small.

5.3 More Than Two People

Looking at Table 3 (d), (e), (i), (j), (n) we have different crossing scenarios. In
general, our algorithm has very high accuracy. The only interesting case where
it has some inaccuracy is (n). The reason for this is that the angle of incidence
in the paths of the the bottom two people is very acute and thus the algorithm
sometimes (for high location error) confuses the paths. We see similar results for
Table 3 (q), (r), (s), (p). However, we note that cases (k) for three people and (e)
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Table 3. Different combinations of three and five people walking. Number represents
the error percentage from test case with 0% to 40% respectively.

time differ = 1 time differ = 2 time differ = 3 time differ = 3

time differ = 2

time differ = 3

time differ = 3

0,0,0,4,3 0,0,0,8,17 0,0,0,0,0 0,0,0,6,2 0,0,0,7,2 0,0,0,0,0 0,0,0,0,0 0,0,0,0,0 0,0,0,0,3 0,0,0,1,1
(a) (b) (c) (d) (e) (f) (g) (h) (i) (j)

time differ = 3

time differ = 3

time differ = 3

time differ = 3

time differ = 1 time differ = 2

0,0,0,0,0 0,0,0,0,0 0,0,0,0,1 0,0,8,5,5 0,0,0,0,1 0,0,0,1,16 0,0,1,4,3 0,0,0,0,4 0,0,0,0,0 0,0,2,6,10
(k) (l) (m) (n) (o) (p) (q) (r) (s) (p)

for five people are similar in that we have people coming in different directions.
In all these cases our algorithm still performs very well even for 40% location
error.

6 Related Work

Tracking multiple people in a room is a challenging problem. Traditional ap-
proaches have included using cameras/ pattern matching and sound but are
typically very expensive and inaccurate. In the past few years, many researchers
have employed different new technologies to track, locate and identify multiple
people. In paper [1], they track multiple people using acoustic energy sensors.
Their approach is to use sound signatures to locate people. However, we don’t
know how well the algorithm performs as the number of people increase and with
path crossings etc. Indeed, identifying path crossings and turns is the hardest
path of tracking and it is unclear how their approach would work.

An alternative which many people pursue is using sensor networks such as [3]
and [4]. These papers use sensors equipped with sound recognition and show a
95% accuracy. However, the research study is only limited to straight line walking
and with up-to four people in the sensing area. In addition, since it is based on
acoustic signatures, microphone-equipped sensors are used. The problem is that
noise in the environment will affect the accuracy.

[6] and [8] both use similar techniques to recognize the motion of foot steps.
The algorithm is based on foot signature recognition. Unfortunately this ap-
proach will not scale when presented with an unknown person. Furthermore,
they use a special pressure sensor that provides direction of motion as well.
These sensors require the tiles to be elevated which further reduces the utility.
[2] and [5] also use similar pressure sensors under tiles to locate people. In addi-
tion, they both use RFIDs so that they can identify the number of people when
there is confusion. [5] uses cameras with knowledge of the number of people for
tracking.
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7 Conclusions

We examine the problem of tracking people in indoor environments. Using in-
expensive pressure sensors, we develop good placement strategies that allow us
to locate foot positions accurately. Given these positions, our tracking algo-
rithm can track multiple people with high accuracy even if they turn and their
paths cross.
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Abstract. This paper presents a novel smart mote-based portable medical 
system which automatically monitors and handles medication among persons 
with dementia based on wireless multimodal sensors, actuators and mobile 
phone or PDA (Personal Digital Assistance) technology. In particular, we 
present the subtle design, implementation and deployment issues of monitoring 
the patient’s behavior and providing adaptive assistive intervention such as 
prompts or reminders in the form of visual, audio or text cues to the patient for 
medical compliance. In addition, we develop mobile phone or PDA applications 
to provide a number of novel services to the caregivers that facilitate them in 
care-giving and to doctors for clinical assessment of dementia patients in a 
context enlightened fashion. 

Keywords: Mote, Medication, Persons with dementia, Mobile phone or PDA. 

1   Introduction 

There is mounting worldwide interest to apply recent developments in context-aware 
systems, wireless sensor networks and mobile phone technology for healthcare. One 
area of focus is to develop activities-of-daily-living (ADL) behavior understanding 
system to facilitate caregiving and clinical assessment of demented elders within their 
homes. It is crucial for a physician to know whether the dementia patients are taking 
their daily medication at homes in order to prescribe the right dosage and to dispense 
correct advice on caring and coping to care-givers. This information is traditionally 
extracted from interviews with caregivers or even the patients themselves and suffers 
from serious problems of selective recall, knowledge gaps and inaccuracies. Hence, it 
is a huge challenge to physicians to promote patient adherence to the treatments. 

However, failure in medical compliance will render the medical treatments 
ineffective and may lead to disastrous consequences. The father of medicine, 
Hippocrates, who already realized the importance of medical compliance more than 
twenty centuries ago once said: “The physician must not only be prepared to do what 
is right himself, but also make the patient cooperate”. In this paper, we describe a 
novel smart mote-based portable medical system which automatically monitors and 
handles medication among persons with dementia at homes based on wireless 
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multimodal sensors and mobile phone or PDA technology to promote medication 
adherence. It provides assistive cues to patients in the form of prompts and reminders, 
and allows physicians or caregivers to monitor patient’s medicine taking activity and 
obtain summarized behavioral reports from their PDA anytime, anywhere. Section 2 
discusses the related works. Section 3 describes the design considerations and details 
of a smart medical system. Section 4 describes the PDA or mobile phone applications 
to the caregivers and doctors for caregiving and clinical assessment in a context aware 
fashion. Finally, section 5 concludes with a discussion of future works. 

2   Related Works 

Previously, many systems have been developed to support medication adherence. The 
assistive technology lab in University of Toronto proposes a medication reminding 
system [1] using context aware technology while ETH Zurich proposes a smart 
medicine cabinet [2] using passive RFID and Bluetooth-enabled active tags to 
monitor the contents of the box. The Lanchaster University [3] designs a device to 
support the management of medication in a community care environment, and the 
University of Ulster proposes a pill container [4] for medication. Recent works in 
Intel by Jay Lundell [5] proposes a smart context aware medication adherence system. 
Our work is similar to them in that we also use sensors, context aware systems and 
PDA or mobile phones to provide assistive cue to patients such as reminders for 
medical compliance. However, our work is different in some ways as we seek to 
provide a single holistic integrated portable smart medical system to collectively 
address and satisfy the different needs and perspectives of all stakeholders for 
medication compliance such as the patients, caregivers and doctors using the 
pervasive mote platform. In the long term, we hope to integrate more sophisticated 
behavior understanding system to provide holistic solutions to dementia patients 
beyond medication adherence using the popular mote platform. 

3   Smart Medical System 

In this section, we will describe our hardware and software design considerations of a 
smart medical system for monitoring and handling medication in dementia persons. 

3.1   Design Considerations 

We study the requirements from the perspectives of patients, caregivers and doctors, 
and also from the literature survey. In all cases, it requires the smart medical system 
to be safe but reliable enough to capture the medication taking behavior of patient. 
Good recognition rate must be achieved and false alarms should be minimized to 
improve the practicality of mass deployment of such a system. It should not be 
intrusive and not change the behaviors of the dementia patients. Furthermore, the 
devices should be adaptable to the changing environments such as cases in which 
temperature can change due to weather or artificial cooling and hence the sensors in 
the system must be temperature compensated. From patient’s perspective, it should be 
portable so that a reminder can be sent to patients when they are not at home. The 
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device should be easy to use or easily worn like a watch. Different video, audio and 
text cues may be provided for those with hearing problems, visual problems, etc and 
situated reminders should be sent as the dose might be missed due to sleeping. 

From caregivers’ perspective, if the patients decide not to or forget to take 
medication, at least a automated monitoring system or additional form of support such 
as situated alert being sent for the caregivers will bring some bearing to assist with 
their non-compliance. Likewise, from doctors’ perspectives, the system should assist 
in the control of medication administration and drug therapy, and record the progress 
of the patient through a dedicated medication regime. In sum, the requirements of the 
smart medical system are two-fold: capture all the medication taking characteristic 
behavior relating to the dementia patients in a non-intrusive way, and intervene by 
processing and relaying information in a context-aware and distributed manner. 

3.1.1   System Design 
The smart medical system is designed to meet the above considerations and consists 
of a medication box with sensors, patient medication analyzer, central server and 
PDA or mobile phones. It is designed such that a smart medicine box can be 
connected to multiple related doctors and caregivers, and vice versa. 

The medicine box periodically sends sensor readings wirelessly to the patient 
medication analyzer. Using a PDA, a doctor can first authorize himself through the 
central server, and connect to the patient medication analyzer to obtain behavioral 
reports of the patient in a distributed manner. This system is illustrated in Figure 1. 

 

Fig. 1. The smart medical system 

The smart medical system provides scalable monitoring provisioning and support 
standardized schemes for automated intervention management and activity planning. 
The detailed hardware and software components are described in the next sections. 

3.1.2   Hardware 
The wireless smart mote-based medicine box for medical adherence among persons 
with dementia is designed as shown in Figure 2. 
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Fig. 2. The smart medicine box implemented with various sensor technologies 

It utilizes multimodal sensors and actuators to monitor and assist patient in taking 
medicine. The smart medicine box consists of nine drawers – seven drawers for each 
day in a week which allows the patient to differentiate the medicine to be taken for a 
particular day and two general ones. A LED will blink to assist the patient in opening 
the right drawer. If a wrong compartment is opened, an error tone will be generated to 
alert the patient. In case the patient forgets to take the medicine, a reminder tone will 
be generated to remind the patient it is time to take his medicine. The details of the 
hardware components are described below:  
 

• Motion Sensing Medicine Box Lid and Environmental Light Sensing 
A mote with accelerometer and light sensor is attached to the main lid of the medicine 
box to sense whether it is opened or not. The lid is detected as open if the 
accelerometer sensor readings drop by an amount greater than 25 and if the light 
sensor detects a light intensity greater than 700 (maximum reading is 1024). 
 

• Sensing Human Presence and Motion (PIR) 
An external PIR sensor connected to the mote is used to sense the presence of the 
patient around the box. Output of the PIR sensor is connected to the ADC port on the 
sensor board. When motion is detected, this output readings will go below 600. An 
ultrasonic sound sensor is also used to determine the distance of patient from the 
medicine box. Signal from an external ultrasonic sensor powered by a 6V voltage 
source is fed into the ADC1 port of the MTS101CA sensor board on the mote. The 
ADC port interprets the ultrasonic sensor readings in a range from 0 to 1024. If main 
lid is closed, the distance to obstacle will be very small. When the lid is opened, the 
value will be very high (>200). Using a simple algorithm, the system reports the 
motion of patient in front when the readings are in the range from 20 to 100. 

 

• Controlling LED Indicators 
When the main lid is opened, LED on the drawer to be opened will start blinking. 
Since there are only limited motes and PWR output ports available, we design a 
circuit so that the 7 LEDs can be turned on or off efficiently. 3 output ports on the  
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Fig. 3. LEDs control circuit schematic 

sensor board of this mote, PW3, PW4, PW5, are used to control the LED indicators as 
shown in Figure 3. The 3 output voltages from the mote are connected to a 3 to 8  
decoder. The outputs from the decoder are connected to the negative input of the 7 
LEDs.  The positive terminals of every LEDs are also connected to the output pin of a 
555 timer, which generates a high and low voltage alternatively. 

 

• Sensing Drawer Motion 
A smaller mica2dot mote together with REED switches and a resistor circuit is used 
to achieve the above purpose. A circuit as shown in Figure 4 is implemented to sense 
the status of 9 drawers through 1 ADC port effectively. A reference voltage source 
supplies a series of 10 resistors in which 9 of the resistors are connected to 9 of the 
drawers and a resistor acts as a reference resistor. When a drawer is closed, a REED 
switch connected to it will be closed, and therefore its connected resistor will be 
short-circuited from the series. The voltage across the reference resistor will increase 
accordingly and can be used to detect whether the drawer is opened. 

 

Fig. 4. Series resistor network to sense drawer status 

• Tone Generation 
Tones are generated by two output voltages to the buzzer/speaker when a mote 
receives a control message from the patient medication analyzer. The controlling 
circuit is depicted in Figure 5 below. 
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Fig. 5. Circuit to generate reminder and error tones 

3.1.3   Software 
We adopt a layered software architecture design to act as a platform for developers to 
build applications. Besides the NESC modules in the medication box, it consists of 
modules for the patient medication analyzer, central server and PDA/mobile phones. 

3.1.3.1   Patient Medication Analyzer Modules. The analyzer modules collect sensor 
readings from the medicine box and store them into a database. Servlets running in 
tomcat are implemented to perform task requested by the PDA/mobile phone and also 
many tasks such as reply current alarm settings in database upon request, reply a text 
report for a particular day, etc.  A Bayesian reasoning engine is also integrated for 
performing information fusion between multiple sensors. Using Bayesian network, we 
can infer the probability of an event objectively based on the data collected. As shown 
in Figure 6, a Bayesian network is used to calculate the probability that a patient is 
taking medicine at a particular instance. In the network, node “Taking-medicine” acts 
as the parent node for door status, drawer status and human detection nodes. Its status 
will directly affect the values of the three children nodes. For instance, if a patient is 
taking medicine, there is a higher probability that the lid is opened, correct drawer is 
 

 

Fig. 6. Inferring Probability of Taking Medicine using Bayesian Network 
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pulled out, and a patient is detected in the proximity. Light and accelerometer data are 
used to infer lid status, and ultrasound and infrared data are used to sense whether the 
patient is nearby to the medicine box. Meanwhile, the drawer sensor data is used to 
indicate the drawer being pulled out. Time node in the Bayesian network acts as a 
prior probability node of patient taking medicine. The prior probabilities can be hour-
based which means that each hour of a day has different prior probability. Every 
patient has different regular time on taking medicine, and hence the prior probabilities 
are not predetermined. A one-week time period samples are collected and used to 
train the prior probabilities. The trained prior probabilities will indicate the most 
likely as well as the least likely time of the patient to take medicine. 

3.1.3.2   Central Server Modules. The central server is designed to manage the 
relationships among multiple medicine boxes and their respective caregivers or 
doctors. It is also used to perform authorization and maintain patient information that 
can be retrieved by the doctor. 

3.1.3.3   Application Modules. Applications for the patients, caregivers and doctors 
are built on the platform and the details of the applications built on PDA/phone will 
be described in the next section.  

4   PDA or Mobile Phone Applications 

Java applications are developed for the doctors and caregivers to monitor the status of 
the medicine box or request behavioral report of a particular patient. It can be easily 
extended to act as reminders. The functionalities include authentication and patient 
selection, change alarm settings, request for live report, etc. 

A login interface is presented for the user and once authorized by the central 
server, one has the options to view patient particulars, register a new patient into the 
system or update login information. The application will also show a menu which 
consists of four major features developed: ‘Set Reminder’, ‘Live Report’, ‘Text 
Report’ and ‘Graph Report’ as shown in Figure 7. 

        

Fig. 7. Interface for caregivers or doctors 
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Feature 1: Set Reminder 
Set Reminder feature allows one to remotely set 5 reminders for the medicine box. A 
request was first sent to the Analyzer to obtain current alarm settings, and then new 
settings will be sent to the servlets to update the database records. 
 

Feature 2: Live Report 
Live report feature allows user to view real-time status of the medicine box. Two 
options are available: Chart Mode or Image Mode as shown in Figure 8. For Chart 
mode, latest sensor readings are updated on the chart while Image Mode allows the 
user to gain pictorial view on the status of the medicine box in real time. 

   

Fig. 8. Live Report – Chart View and Image View 

Feature 3: Text and Graph Report 
Text report shows summarized behavioral report of a patient in daily, weekly and 
monthly format generated based on Bayesian networks. Daily Report shows time slots 
when probability of taking medicine by patient is high by inferring it from the 
percentage of times the correct drawer is opened. Weekly and Monthly report 
conclude total number of times that the patient has taken or not taken medicine in 
weekly and monthly basis. Detailed Log for Daily Report shows peak periods when 
probability of medication activity is high, sensor modalities that contributed to the 
probability and the drawers opened at a particular period, and Graph Report displays 
full probability information of selected day in graphical form, as depicted in Figure 9. 

 

Fig. 9. Text and Graph Report 
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Experiments are conducted by students to simulate patient’s behavior and the 
results are encouraging that we will try to deploy the system in patient’s home for 
evaluation. While development is still in its early stages, our joint effort with a local 
hospital should see us achieving our objective of validating it in a real life setting. 

5   Conclusion 

We present a smart medical system for monitoring and handling medicine taking 
behaviors for dementia patients, caregivers and doctors. The use of multimodal 
sensors, actuators and PDA or mobile phone is the first step for us to promote medical 
compliance, and we are now furthering our work by including more sensor modalities 
such as pressure sensors, RFID, etcr. to enhance the recognition rate and reduce false 
alarm, and also working on adaptive interface such as LED status board for patients. 
The joint effort with a local hospital should see us achieving our long term objective 
of integrating more sophisticated behavior understanding system to provide holistic 
solutions to dementia patients beyond medication adherence using the mote platform. 
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Abstract. Those suffering from mild dementia exhibit impairments of memory,  
thought and reasoning. It has been recognised that deployment of technological 
solutions to address such impairments may have a major positive impact on the 
quality of life and can be used to help perform daily life activities hence 
maintaining a level of independence.  In this paper we present an overview of 
our current investigations into how technology can be used to improve the 
quality of life of the ageing person with mild dementia.  Specifically,  we detail 
the methodology adopted for our work,  outline results attained from a series of 
workshops to identify user needs and finally present how these user needs have 
been mapped onto the design of home based assistive technologies.  

Keywords: Assistive technologies, independent living, mild dementia, mobile 
devices, intelligent environments. 

1   Introduction 

Dementia is a progressive, disabling, chronic disease affecting 5% of all persons above 
65 and over 40% of people over 90 [1]. In Europe approximately 1.9 million people 
experience mild dementia. Typical symptoms exhibited include impairments of 
memory, thought, perception, speech and reasoning. Early impairments in performing 
complex tasks lead to an inability to perform even the most basic functional activities 
such as washing and eating.  In addition to these impairments it is also common to 
witness changes in personality, behaviour and psychological functioning, such as 
symptoms of depression, apathy and aggression. 

Demographic changes mean that we can expect a rise in the number of ageing 
people and hence a rise in the numbers of people with mild dementia. The impact of 
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this increase of ageing people within the population will be long waiting lists for 
sheltered housing projects, homes for the elderly, nursing homes and other care 
facilities.  The majority of people with dementia will have to ‘survive’ in their own 
homes.  Nevertheless, it has been suggested that most ageing people prefer to stay at 
home as long as possible, even if they are at risk [2]. On the one hand this reduces the 
pressures on nursing homes and other similar types of care facilities, however, it 
increases the pressure on both formal and informal carers.  This is further complicated 
through the generally appreciated fact that there is an increasing shortage of 
professional carers and in today’s society there are fewer young people (for example 
younger family members of the person with dementia) to care for the ageing person. 

In our work we aim to develop services for ageing people with mild dementia with 
a focus on the real needs and wants of such users.  In addition, our developments 
propose to help address the societal problems which are witnessed as an adverse 
effect of those with mild dementia.  We are investigating how technology can be used 
to improve the autonomy and the quality of life of ageing people with mild dementia 
and hence offer a means by which the person can remain in their own home for a 
longer period of time with an improved quality of life.  A secondary impact of such a 
solution is anticipated to offer increased benefits in terms of relieving the burden for 
formal and informal carers. 

2   Background 

While there is some research and development in cognitive prosthetics, there are very 
few relevant tools, solutions or technologies specifically for people with mild 
dementia. In addition, although there is evidence reporting the unmet needs of persons 
with mild dementia, there is no currently available solution or research results which 
provides a complete solution to address the full suite of such needs. This has resulted 
in a number of studies addressing specific individual areas of concern developed more 
for the ageing population as opposed to specifically for those with mild dementia.  For 
example, a number of studies have reported on the use of general memory aids which 
can be used by those suffering from memory problems and cognitive impairments  
[3, 4]. Such devices can be pre-programmed to offer audible and visual reminders 
throughout the day through a varying form of interfaces. Mobile phone based 
technologies have been reported as a potential means to promote social contact [5].  In 
such cases customisable solutions in the form of single button devices have been 
proposed. A number of solutions to support general daily life activities for the ageing 
have been reported. These have included, for example, medication management 
services, item locators and the offering of remote services to support healthcare 
provision [6].  Finally, solutions in the form of electronic tagging have been described 
as potentially successfully solutions to support the constant safety of a person within 
residential homes and the general community [7].   

Taking into consideration the needs of people with mild dementia in conjunction 
with relevant technological solutions it has been possible to identify potentially 
innovative solutions to offer cognitive reinforcement.  Specifically, the core scientific 
and technological objectives of our work aim to achieve a breakthrough in the 
development of a successful, user-validated cognitive prosthetic device with 
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associated services for people with mild dementia.  We will address this by focusing 
on the development of the following technological services: 

• remotely configurable reminding functionality 
• communication and interaction functionality 
• supportive technology for performing activities of daily living 
• anomaly detection and emergency contact 

In the following Sections we outline the methodology by which we aim to realise 
these objectives, provide an insight into the results attained from a series of user 
workshops and present a technological overview of the home based assistive 
technologies to be developed within our work.   

3   Methods 

To address the scientific and technological objectives of our work we have adopted a 
user centred design approach which is based on a series of three iterations. Each 
iteration is composed of three generic phases.  The first phase aims to assess the user 
needs, the second phase is concerned with the technical development of the user 
requirements in the form of a series of prototypes and the third and final phase is one 
of user testing and evaluation.  The results from the final test and evaluation phase of 
each iteration are used in conjunction with the user requirements to provide the 
direction of required the technical re-development and refinement in ensuing 
iterations.   

The starting point is to ascertain the functionality, performance and other 
requirements which are required to be fulfilled in order for the system to be deemed 
adequate for testing by those involved from the user perspective.  Users can take two 
forms: 

1. Priority target group – people with mild dementia, who require assistance 
with performing certain daily activities and who may benefit from use of the 
developed service in terms of greater quality of life. 

2. Persons who support the priority target group – these are informal and/or 
professional carers who support and provide care for the user and will be 
responsible for configuring the system. 

Both sets of users are seen as collaborators in the developmental process and will 
be asked to make comments on the performance, reliability, usefulness, safety factors, 
suitability or desirability of the developed service. Through a series of workshops, 
insights into the needs,  desires and demands of the users with reference to key areas 
of cognitive reinforcement will be identified. Workshops will be held in three 
different sites across Europe. Results from the workshops will be translated into a set 
of functional requirements which will be used as the basis for the technical 
specification for the prototypes.  Prototypes, once developed, will be tested in the 
same three sites where the workshops were held.   
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4   Results 

Initially we identified four main areas of cognitive reinforcement within which we 
aimed to offer solutions to people with mild dementia,  providing the ability to have 
greater actual and perceived autonomy and improved quality of life.  The areas of 
cognitive reinforcement identified were as follows:   

• remembering 
• maintaining social contact 
• performing daily life activities 
• enhanced feelings of safety 

To investigate the needs of users within these four areas,  workshops were 
conducted in three different European sites;  Amsterdam (The Netherlands),  Lulea 
(Sweden),  Belfast (Northern Ireland).  During each workshop,  interviews were 
conducted with people with mild dementia (n=17) and their carers (n=17) according 
to a common structured protocol and suite of questions.  At least two members of the 
Project’s research team where present during the workshops.  One person was 
responsible for leading the discussions and interviews whilst the second person 
recorded details of the discussions.   

Table 1 presents a summary overview of the findings,  in terms of user 
requirements,  from all three workshops.  Further details of the workshops conducted 
can be found in [8]. 

Table 1. Summary of needs and wants following three workshops in Amsterdam (The 
Netherlands),  Lulea (Sweden) and Belfast (Northern Ireland).  For the technical development 
in each of the three planned iterations within the project,  the user needs have been allocated to 
be addressed in either Field Trial #1,  #2 or #3.  User needs stated in italics within the table will 
be realised within the first Field Trial.   

  
Area of Cognitive 
Reinforcement 

Summary of required services/solutions from all three 
workshops for people with mild dementia (n=17) and their 
carers (n=17) 

Remembering Item locator (keys, mobile device) 
Means to remember names of person based on pictures of faces 
Reminding functionality for common activities for example 
appointments 
Support with remembering day and time  

Maintaining Social 
Contact 

Means to provide communication support with carer/family network 
Ability to have a video telephone call 
Picture dialing 

Performing daily life 
activities 

Support with daily activities associated with pleasure 
Control of household devices e.g. television,  radio,  planning 
activities 
Music playback 

Enhanced feelings of 
safety 

Warnings for doors left open 
Warnings for devices left on 
General: way to contact others in instances of emergency 
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The results indicate the preferences based on the aforementioned four areas of 
cognitive reinforcement. To support the development of the first iteration of the 
technical prototype the user requirements were ranked based on their technical 
feasibility, preferences at each workshop site and following a review of current ICT 
solutions which have already been proven useful for persons with mild dementia.  
This approach accommodated for the variation in both preferences and user needs 
recorded across each of the three workshop sites. 

To support the further understanding of the user needs two scenarios were created 
with the goal of clarifying how the technology could be used in daily life and how 
they relate to the specific user needs. 

Based on Table 1, a set of functional requirements may be identified which can 
then be mapped onto the technical specification for prototype development.  Given 
the iterative nature of the proposed plan of work within the Project the functional 
requirements were allocated to either the first, second or third planned technical 
development stage and Field Trial evaluation. This approach also provides the 
flexibility, following each evaluation phase, to adjust or refine the functional 
requirements and technical specification. 

Essentially, to realise user needs as identified during the workshops,  the system in 
its entirety will be comprised of four main components: 

• Mobile based cognitive prosthetic. This will be the main interface between 
the system as a whole and the person with mild dementia.  The device will 
act as a means to deliver reminder messages and can also be used to control 
various home devices in addition to offering a form of voice 
communications.  For the first iteration of Field Trials the HTC P3300 
smartphone will be used.  It is also planned to ‘tag’ the device with an RFID 
tag.  The purpose of including this tag will be to monitor if the person is 
about to leave the home without the device and issue a warning if this 
situation arises. 

• Home based hub. This device will act as the main gateway within the 
person’s home and will communicate with the cognitive prosthetic, the 
services outside the home and all devices within the home environment. The 
hub will provide a limited local means of data processing to avoid 
continually transmitting data to the server.  The home hub will be controlled 
via a touch screen. Through a series of icons the user will be able to select 
from the following available services; picture dialling,  locating the cognitive 
prosthetic and a dedicated ‘alarm button’ which will activate a direct alarm 
message being sent to a nominated carer. 

• Sensorised environment. The home will be required to have a number of 
devices specifically equipped with sensory and control elements for example 
doors, television, radio etc. to permit assessment of the living environment.  
In the first Field Trial this will be limited to the control of mains power 
facilitating the turning ‘on’ and ‘off’ of devices such as the television and 
radio.  In addition, the front door to the home will be equipped with sensors 
to monitor whether the door has been closed and also if it has been locked. 

• Web based server. This component of the system will support the 
management of the person with dementia’s reminding regimen.  This will be 
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used by both formal and informal carers. The system will have the ability to 
record all events associated with the person with dementia and provide a 
means for their carers to monitor these.  In addition, the system will provide 
the ability for the carers to enter various reminders and functionality for the 
cognitive prosthetic for example details of appointments. The backend 
system will be developed in PHP/PostgresSQL. 

Figure 1 provides an overview of the technical components required to address the 
user needs. Where possible developments will be based on the usage off-the-shelf 
hardware to reduce development times.  

2
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Home Hub
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Fig. 1. Overview of technical components of home based assistive technologies driven through 
assessment of results from first iteration of requirement gathering workshops 

5   Conclusion 

The increasing numbers of ageing people with mild dementia has been identified as 
an area which could benefit from the deployment of innovative technological 
solutions.  Such solutions will have the ability to promote the independence of those 
with mild dementia, improve their quality of life and extend the period of time they 
can remain living within their own home.  Within our current work we aim to develop 
services and solutions for ageing people with mild dementia with a focus on the real 
needs and wants of such users. 

In this article we have outlined the methodology within which we will conduct our 
research.  We are currently in the first iteration of our approach.  We have presented a 
summary of the results from our first three workshops which have been used to 
identify the real needs of the users (both people with mild dementia and their carers) 
and have shown how we have mapped these functional requirements onto a technical 
model which will meet the needs of all those involved.   
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Abstract. This paper proposes an approach to collision-free navigation for 
multiple moving agents in a smart home environment using the visibility map 
which is one of road maps. The visibility map plans collision-free paths of 
agents against stationary obstacles. The collision-free paths are represented by 
Hermite curves taking into consideration smoothness of the path and its first 
derivative. For collision-free motion planning among multiple moving agents, 
the collision map scheme proposed to effectively analyze collisions between 
two robots is employed. According to the result of the collision analysis, time 
scheduling is applied for realizing collision avoidance. Simulation results show 
the effectiveness and feasibility of the proposed approach in collision-free 
navigation of multiple moving agents. 

Keywords: Collision-free Motion Planning, Multiple Agents, Visibility Map. 

1   Introduction 

In forthcoming ubiquitous era, multiple moving agents such as a mobile robot, an 
unmanned aerial vehicle (UAV), and an autonomous underwater vehicle (AUV) will 
coexist in U-spaces like U-Home, U-Factory, and U-City. In such U-spaces, 
navigation of multiple moving agents is a crucial issue. However, collision-free 
motion planning of multiple agents in a dynamic environment turns out to have NP-
hard problems and not to be solved mathematically [1]. Thus, the previous researches 
has been attempted to solve the combined problem by a numerical method. 

In this paper, we solve the problem for collision avoidance of multiple moving 
agents with curve-shaped paths using the collision map scheme [2]. First, we have to 
acquire a collision-free path against stationary obstacles from a starting position to a 
goal position of an agent. There are many algorithms for path planning such as 
visibility graph search [3], Voronoi diagram [4], free space search [5], potential field 
method [6], and others. In this paper, we get a set of via-points of the collision-free 
path using the visibility map. Next, each edge between two adjacent via-points of the 
collision-free path is modeled as Hermite curves. The Hermite curve consists of 
starting and ending points, and first derivatives at those points. Therefore, each path 
consisting of several Hermite curves can be easily established to satisfy the 
smoothness of the path and its first derivative. The first derivative of the path 
coincides with the heading direction of the agent. Since an actual agent is not able to 
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change its heading direction abruptly, the first derivative smoothness of the path 
should be satisfied. For collision avoidance among multiple moving agents with the 
obtained collision-free path against stationary obstacles, the extended collision map 
scheme for multiple agents [7] is employed. We first build a collision map with the 
obtained collision-free paths. A time delay method for time scheduling is applied for 
collision avoidance among multiple moving agents. 

In Section 2, the problem formulation for collision avoidance of multiple moving 
agents is presented. The visibility map for finding a collision-free path against 
stationary obstacles and the Hermite curve for modeling the curve-shaped path are 
introduced. Also, several assumptions are stated. In Section 3, the original collision 
map scheme for two agents with the straight line path is generalized for two agents 
with curve-shaped paths. Then, in Section 4, a time delay method with the collision 
map is suggested for collision avoidance of multiple moving agents. In Section 5, 
simulation results are presented to demonstrate the effectiveness and feasibility of the 
proposed approach. Finally, concluding remarks are presented in Section 6. 

2   Problem Formulation 

For collision-free path planning against stationary obstacles, the visibility map is 
introduced. The collision-free path is modeled as a curve path using sequential 
Hermite curves, taking into consideration smoothness of the path and its first 
derivative. 

2.1   Visibility Map 

The standard visibility map is defined in a two-dimensional polygonal configuration 
space [7]. The nodes of the visibility map shares an edge if they are within line of 
sight of each other, where the nodes include the vertices of obstacle polygons in the 
agent workspace and the starting and goal positions. Let V={v1,…,vn} be the set of 
nodes of the visibility graph where vi for i=1,2,…,n is a column vector. If vi∈V and 

vj∈V are mutually visible to each other, there is no intersection between edge jivv  

for a possible path segment and edge qpvv  where vp∈V and vq∈V are two adjacent 

vertices of an obstacle polygon. For r=[0,1] and s=[0,1], two edges can be represented 

as )( ijiji vvrvvv −+=  and )( pqpqp vvsvvv −+= , respectively. Therefore, 

equation qpji vvvv =  can be represented as a matrix form as follows: 

[ ] [ ]ippqij vv
s

r
vvvv −=⎥

⎦

⎤
⎢
⎣

⎡
−−− )( . (1) 

If the determinant of the matrix [vj-vi –(vq-vp)] exists and both solutions r and s are 

within range [0,1], jivv  and qpvv  have an intersection between them. Thus, jivv  is 

not included in the set of edges of the visibility graph. In the visibility map, a weight 
of each edge is determined by the traveled length of the edge. In this paper, the 
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shortest path from the starting position to the goal position is obtained from the 
weighted visibility map using the dijkstra’s algorithm [8]. 

2.2   Hermite Curve Path Modeling 

Let C={v1,v2,…,vm} be a set of via-points of the collision-free path obtained by the 
visibility map, where vi∈V for i=1,2,…,m. For two adjacent points vi and vi+1, let ei be 
an edge between vi and vi+1. Edge ei is formed by the Hermite curve as follows: 

ei(t)=(2t3-3t2+1)·vi+(-2t3+3t2)·vi+1+(t3-2t2+t)·v´i+(t3-t2)·v´i+1, (2) 

where i=1,2,…,m-1 and t=[0,1]. Also, v´i and v´i+1 are the first derivatives at points, vi 
and vi+1, respectively. That is, the Hermite curve consists of two points, vi and vi+1, and 
the first derivatives, v´i and v´i+1, at those points, respectively. For curve path 
modeling, the first derivatives, v´1 and v´m, at starting and goal points, v1 and vm, are 
determined by desired heading directions of the agent at those points, respectively. 

Except starting and goal points, we determine v´i tangent to vector 1 1i iv v− +

uuuuuur
 for 

i=1,2,…,m-1. Since ei-1 and ei are continuous at via-point vi, and the first derivative of 
ei-1 is same as that of ei at that point as shown in Fig. 1, the resultant curve path is 
differentiable. This is a very important condition of a practical path since an actual 
agent cannot abruptly turn its heading direction because of nonholonomic constraints 
of it. Consequently, we can obtain a smooth path for an actual agent. 

 

Fig. 1. Hermite curve model for a smooth path of an agent 

2.3   Basic Assumptions 

We solve collision avoidance for N mobile agents which move together in common 
workspace. Thus, collision among mobile agents can occur although each agent has a 
collision-free path against stationary obstacles generated by the visibility map. The 
moving obstacle avoidance is the NP-hard problem [9], [10]. For solving this 
problem, assumptions of our study are stated as follows: 

Assumptions: 
1) In a smart home environment, locations of agents are given. 
2) Agents’ paths are determined by the visibility map. 
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3) Agents with their trajectories follow their path within a tolerable error. 
4) Collisions among agents do not occur at starting and goal positions. 
5) Each agent is modeled as a circle. 
6) Priorities of agents are predetermined. 

3   Collision Map Analysis for Curve-Shaped Paths 

The collision map concept was first suggested for collision detection and avoidance of 
two moving agents like robots with a straight line path [2]. In this paper, we deal with 
the collision map concept for a curve-shaped path modeled by the Hermite curve. The 
collision map bases on path and trajectory information of two moving agents. From 
the trajectory information, the traveled length λ(k)·ltotal and the corresponding servo 
time instant t=kT of an agent can be obtained along the path, where 0≤λ(k) ≤1, T is 
the sample time interval, and ltotal is the total length of the path. As shown in Fig. 2, let 
C1={a1,a2,…,am1} and C2={b1,b2,…,bm2} be the via-point sets of two paths of agents 
A1 and A2, respectively. Let E1={e1,1(t1), e1,2(t2),…, e1,m1-1(tm1-1)} and E2={e2,1(s1), 
e2,2(s2),…, e2,m2-1(sm2-1)} be the sets of edges between each two adjacent points of C1 
and C2, respectively. As described in Section 2, each edge of E1 and E2 are formed by 
the Hermite curves in tu=[0,1] and sv=[0,1] for u=1,2,…,m1-1 and v=1,2,…,m2-1. 
Therefore, we can denote total length ltotal of the A2 path as follows: 

2 2
2 1 1 2, 2,

0
1

( ) ( )m
v v v v

total v
v v v

dx s dy s
l ds

ds ds

−

=

⎧ ⎫ ⎧ ⎫
= +⎨ ⎬ ⎨ ⎬
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∑ ∫  (3) 

where point (dx2,v(sv), dy2,v(sv)) is a point on the vth edge e2,v(sv). If A2 at time k is on 
the point e2,v´(s´), the traveled length λ(k)·ltotoal of A2 until time k can be computed as 
the sum of the total lengths from the first edge to the (v´-1)th edge and the partial 
length of the v´th edge from sv´=0 to sv´=s´ as follows: 
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Using ltotal, λ(k) can be obtained by (4). Using trajectory information of A2, λ(k) is 
easily converted to k. 

The radii of two moving agents, A1 and A2, are denoted as r1 and r2, respectively, 
since each agent is modeled as a circle. For the sake of simplifying the problem, let 
the radius of A1 be r1+r2. Thus, we can consider A2 as a point. In Fig. 2, A1 has to 
move from a1 to am1 and A2 has to move from b1 to bm2. Let p1(k) be a point vector on 
the A1 path at time k, where p1(k) is obtained by the Hermite curve equation for edge 
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Fig. 2. Geometric analysis of collisions between two agents A1 and A2 with curve-shaped paths 

e1,u(tu). Since the collisions between A1 and A2 occur at time k when the distance 
between p1(k) and the A2 path is less than or equal to r1+r2, we solve the following 
equation: 

(r1+r2)
2=║p1(k)-e2,v(sv)║2, (5) 

where v=1,2,…,m2-1 and e2,v(sv) is a point vector for a point on edge e2,v(sv). In (5), 
we assume that sv is equally quantized by Δs like sv=kvΔs, and define an edge between 
each two adjacent points of the quantized edge e2,v(kv) as a straight line. The kvth 

straight line equation of the vth edge e2,v(kv) is denoted as 

p2= e2,v(kv)+γv,kv(k)·(e2,v(kv+1)-e2,v(kv)), (6) 

where 0≤γv,kv(k)≤1. The equation (5) can be rewritten for each line segment as 

(r1+r2)
2=║p1(k)-p2║2. (7) 

Substituting (6) for p2, we have 

 (r1+r2)
2={p1(k)- e2,v(kv)+γv,kv(k)·(e2,v(kv+1)-e2,v(kv))}

T 
      ·{p1(k)- e2,v(kv)+γv,kv(k)·(e2,v(kv+1)-e2,v(kv))}. 

(8) 

More explicitly, 

(r1+r2)
2=║p1(k)- e2,v(kv)║2-2γv,kv(k)·( p1(k)-e2,v(kv))

T 
             ·(e2,v(kv+1)-e2,v(kv))+γv,kv(k)2·║e2,v(kv+1)-e2,v(kv)║2, 

(9) 

Eq. (9) is a quadratic equation in γv,kv(k), which can be solved easily. From the 
trajectory information of A2, we can denote the real roots of (9) as sv for the vth curve 
like pair (v, sv). Using the pair (v, sv), we can obtain the corresponding λ(k) from (4). 
Let CS={λ1(k), λ2(k),…, λr(k)} be the set of r ordered roots over the A2 path, where  
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one double real root is considered as two real roots and sequentially inserted to the set 
CS. Thus, r is always even. In this case, the collisions between two agents can occur 
at time k under the collision length with range from λi(k)·ltotal to λi+1(k)·ltotal, where i is 
an odd number from 1 to r-1. We define the union of collision lengths at the 
collection of servo time instants, which determines the points on the A1 path, as 
collision regions depicted in Fig. 3. Consequently, for collision avoidance of two 
agents, the traveled length versus servo time curve (TLVSTC) for A2 denoted as 
TLVSTC2 should not enter any collision region. Since it is difficult to describe the 
geometric shape of collision regions exactly and analytically, collision boxes are 
established to approximate collision regions. The starting time and ending time of the 
collision region are determined by only one real double root. 

Traveled
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Collision Rigion

Collision
Lengths
at time k

ltotal

kfkO Servo Time

Collision
Box
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Fig. 3. Collision map concept with three collision regions for the curve-shaped path 

4   Collision Avoidance for Multiple Moving Agents 

Using the collision map and the time scheduling concepts, this section presents a 
method for collision-free motion planning of multiple moving agents. In this paper, a 
time delay method is employed as the time scheduling method. Fig. 4 (a) shows the 
effect of time delay on the collision map for two agents where it assumes that the 
priority of agent A1 is higher than that of A2. In the figure, the original TLVSTC2 
crosses the collision box as a potential collision region with A1. Therefore, A2 must be 
collided with A1. However, after applying time delay to the original TLVSTC2, the 
time-shifted TLVSTC2 does not cross the collision box. That is, A2 does not collide 
with A1. So far, we dealt with collision avoidance between two agents. From now, we 
will consider collision avoidance among N agents based on the extended collision 
map [7], where the priorities among N agents are predetermined as A1>A2>…>AN. As 
shown in Fig. 4 (b), the delay time for the kth agent Ak can be determined, taking into 
consideration collision box CBi,k for i=1,2,…,k-1, where CBi,k is a collision box of Ak 
with respect to Ai. That is, TLVSTCk is delayed until TLVSTCk does not cross any 
collision box. The time delay algorithm for collision avoidance among N moving 
agents is described in Table 1. 
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Fig. 4. Time scheduling on the collision map for collision avoidance. (a) Time delay for A2 (ks, 
ke: Collision starting time and ending time, ls and le: Collision starting point and ending point), 
and (b) Time delay for the kth agent Ak (CBi,k: Collision box of Ak with respect to Ai for 
i=1,2,…,k-1). 

Table 1. Time delay algorithm for N moving agents 

Step1 k=1 
Step2 Update collision map of Ak+1 with respect to Ai for 1≤i≤k 

IF TLVSTCk+1 crosses collision box CBi,k+1 with respect to Ai for 1≤i≤k Step3 
THEN Apply the time delay for collision avoidance to TLVSTCk+1 
IF k=N-1 
THEN Finish 

Step4 

ELSE k=k+1, go to Step2 

5   Simulation Results 

For verifying the suggested method, we carried out a simulation for collision 
avoidance among ten agents. Each agent Ai for i=1,2,…10 where index i determines 
the priority of the agent. That is, A1 and A10 are agents with the highest and lowest 
priorities, respectively. Simulation parameters are described in Table 2. For given 
starting and goal positions of ten agents, collision-free paths against five polygonal 
obstacles were obtained by the visibility map as shown in Fig. 5. The non-smooth 
paths with several straight lines in Fig. 5 (a) were modeled by the Hermite curves as 
smooth paths in Fig. 5 (b). 
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Polygonal Obstacle

Smooth Path  
(a)                                                                          (b) 

Fig. 5. Collision-free paths for ten agents from Sn to Gn for n=1,2,…,10. (a) Original non-
smooth paths from the visibility map and (b) Smooth paths modeled by the Hermite curves. 

Table 2. Simulation parameters for polygonal obstacles and agents 

Parameters Descriptions 
O1={(190,540), (143,456), (231,368), (275,500)} 
O2={(456,543), (406,500), (368,406), (406,306), 

(531,418), (531,543)} 
O3={(650,543), (643,368), (568,281), (693,193), 

(775,331), (775,568)} 
O4={(193,325), (168,243), (275,106), (343,185), 

(300,306)} 
O5={(493,193), (450,106), (531,25), (581,106)} 

Five polygonal obstacle sets with 
vertex pairs as their elements where 
the unit is cm. There are two rectangle 
O1 and O5, one pentagon O4, and two 
hexagons O2 and O3. 

ri=20 cm for i=1,2,…10 Radii of ten agents. 
A1: vmax=30 , ac=2 
A2: vmax=20, ac=2 
A3: vmax=30, ac=2 
A4: vmax=20, ac=1 
A5: vmax=30, ac=3 

A6: vmax=20, ac=4 
A7: vmax=30, ac=2 
A8: vmax=30, ac=1 
A9: vmax=20, ac=2 
A10: vmax=15, ac=3 

Maximum velocities and accelerations 
of ten agents where each agent has a 
trapezoidal velocity profile. Units of 
the maximum velocity and 
acceleration are cm/s and cm/s2. 

S1(75,581) G1(806,95) 
S2(84,188) G2(832,449) 
S3(813,219) G3(332,574) 
S4(605,625) G4(447,33) 
S5(836,588) G5(40,369) 
S6(662,62) G6(480,573) 
S7(205,59) G7(213,574) 
S8(847,310) G8(49,297) 
S9(345,45) G9(68,477) 
S10(797,533) G10(71,65) 

Starting and goal positions of ten 
agents in cm. 

While ten agents were moving along their paths, the minimum distance Di,j 
between each two agents Ai and Aj for i,j=1,2,…10 changed as shown in Fig. 6 (a). If 
Di,j<0, two agent Ai and Aj collide with each other. The solid lines in Fig. 6 (a)  
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Fig. 6. Distance Di,j between two agents Ai and Aj for i,j=1,2,…,10 and i≠j, where a collision 
between Ai and Aj occurs for Di,j<0. (a) Before time scheduling, D1,3, D1,4, D1,8, D2,7, D2,9, D3,6, 
D4,6, D5,10 and D6,10 depicted by solid lines are below 0 and (b) After time scheduling, no 
collision occurs, where distances depicted by dotted lines are above 0. 

indicate the distances between two colliding agents with each other. The dotted 
lines indicate no collision between two agents. After time scheduling with the 
proposed collision map scheme, the distances between each two agents were 
always positive as shown in Fig. 6 (b). That is, there was no collision among all 
ten agents. 

Time scheduling for collision avoidance among ten agents was conducted by using 
collision maps as shown in Fig. 7, where CBi,j is a collision box of Aj with respect to 
Ai and TLVSTCj is the traveled length versus servo time curve (TLVSTC) of Aj. In 
this case, A1 just moved with its given velocity trajectory because A1 is the agent with 
the highest priority. In Fig. 7 (a), the original TLVSTC2 crossed CB1,2. For collision 
avoidance with A1, the original TLVSTC2 should be time-shifted because the priority 
of A1 was higher than that of A2. As a result of time-shifting, the time-shifted 
TLVSTC2 without collision with A1 was determined. In Fig. 7 (b), the original 
TLVSTC3 was time-shifted not to cross both CB1,3 and CB2,3 because the priorities of 
A1 and A2 were higher than that of A3. In this case, CB2,3 was determined by the time-
shifted TLVSTC2 as shown in Fig. 7 (a). Next, only three collision boxes CB1,7, CB2,7 
and CB5,7 are shown in Fig. 7 (c), because A7 collides with only A1, A2 and A5. In this 
case, the time-shift for A7 did not needed because the original TLVSTC7 did not cross 
any collision box. Collision boxes were also determined by the time-shifted 
TLVSTCs of Ai for i=1,2,…,6. In the case of A10 with the lowest priority, nine 
collision boxes with respect to Ai for i=1,2,…9 are shown in Fig. 7 (d). The original 
TLVSTC10 was time-shifted with respect to CB5,10. The resultant time-shifted 
TLVSTC10 was determined between two groups of collision boxes. By this way, 
TLVSTCs for nine agents except A1 were determined for avoiding collision with 
other agents. 
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Fig. 7. Time scheduling for collision avoidance in collision maps of four agents A2, A3, A7 and 
A10, where CBi,j is collision box between Ai and Aj for i,j=1,2,…10. (a) Time delay of A2 with 
respect to CB1,2, (b) Time delay of A3 with respect to CB2,3, where CB2,3 was determined by the 
time-shifted trajectory of A2 in (b), (c) No time delay of A7 since the original TLVSTC7 did not 
cross collision boxes, and (d) Time delay of A10 with respect to CB5,10 where the time-shifted 
TLVSTC10 was determined between two groups of collision boxes. 

6   Conclusions 

Collision-free navigation of multiple moving agents in a smart home environment was 
studied using the collision map scheme. The collision-free path against stationary 
obstacles from a starting position to a goal position was obtained by the visibility 
map, and the curve-shaped path was modeled by the Hermite curve considering the 
smoothness of the path and its first derivative. Then, the collision map was analyzed 
for the curve-shaped path, and used for collision avoidance among multiple moving 
agents through time scheduling. The simulation results showed the feasibility of the 
proposed method. 
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Abstract. We consider two problems related to communication between 
geographically distributed family members. First, we examine the problem of 
supporting peripheral awareness, in order to improve both emotional well-being 
and awareness of family activity. This is based on a field study to determine the 
role and importance of various peripheral cues in different aspects of everyday 
activities.  The results from the study were used to guide the design of our 
proposed augmented communications environment.  Second, we consider the 
choice of mechanism to facilitate the on-demand transition to foreground 
communication in such an environment. The design suggests an expansion of 
Buxton’s taxonomy of foreground and background interaction technologies to 
encompass a third class of peripheral communications.  

Keywords: Telecommunications, peripheral cues, geographically distributed 
family. 

1   Introduction 

The number of families that live apart, either by choice or necessity, has been 
increasing due to various social circumstances. In the United States, the proportion of 
nuclear family households (two married parents and a child) dropped from 40% of all 
households in 1970 to 23% in 2005, while in the same period, the number of single-
adult households climbed from 16% to 28% in 2005 [1][2]. Similarly, in Japan, 
between 1995 and 2005, there was a drop of 2.5% in the percentage of nuclear family 
households, while the percentage of people living alone increased by a staggering 
28.6% [3]. Additional trends, in part due to greater longevity, indicate a growing 
elderly population [4], often living in isolation from the rest of their families. These 
dramatic shifts in household composition entail significant changes in the nature of 
family relationships and, we argue, place increased importance on the role of 
communications technology for social benefit.  

Telephone conversations and videoconferencing provide the means for voice or 
video communication, but these are often brief in duration, sporadic, and fail to 



82 Y. Kinoe and J.R. Cooperstock 

convey much of the rich background or peripheral information we experience about 
each other when living together.  Furthermore, family members, in particular seniors, 
may be hesitant to initiate contact using telecommunications technologies, even when 
they wish to see or speak with their loved ones.  

This paper describes our initial effort to compensate for these limitations and 
engender a greater sense of social proximity to distributed family members. The 
research to date consists of a field study of peripheral communication cues in family 
relationships and the design phase of an augmented communications environment that 
facilitates the exchange of certain peripheral information and allows seamless 
transitions between peripheral and foreground communications. 

1.1   Peripheral Communication 

In everyday life, people who live together consciously or unconsciously convey, 
perceive, and share various peripheral information. Examples include the cues of tone 
of voice, singing in the kitchen or shower, the pace of footsteps, doors being opened 
or slammed shut, light or music leaking through a door, movement of personal 
belongings such as bags and keys, and the aroma of coffee brewing or cookies baking.  
Of course, such cues may have divergent interpretations and significance to different 
family members and across different families. It is thus necessary to understand how 
individuals might interpret and use specific cues, perhaps subconsciously, to gain 
awareness of the mood or physical presence of other family members. 

When family members move apart, these cues are no longer shared, which, we 
believe, diminishes the sense of close contact the family previously enjoyed.  Our 
research project is investigating how technology can help convey these subtle, but 
important elements of peripheral information to family members or partners living 
apart for extended periods.  Our hypothesis is that the exchange of appropriate 
peripheral cues will lead to an improved awareness of each others’ mental and 
emotional states, and in turn, reduce the burden on individuals when they wish to 
initiate communication, thereby leading to improved contact between family 
members.  If implemented correctly, this may improve emotional connectedness, 
decrease feelings of loneliness and separation, and augment conventional 
(foreground) communications technology, leading to more productive and fulfilling 
interactions. 

1.2   Previous Literature 

Home technologies that aim to assist family members living apart, in particular, 
seniors, have been investigated by other HCI researchers.  Efforts in this area include 
the use of various digital props, for example, life-size cardboard cutouts of family 
members [5], family portraits [6], Internet teapot [7], Message Center [4], interactive 
light table [15] and the installation of an augmented “planter” [8] that senses and 
conveys physical motion and touch of remote family members.  Despite the apparent 
simplicity of these devices, family members reported powerful emotional affects 
resulting from their placement in the home. 

The major research question relates to the determination of whether more 
significant cues are sensed and conveyed to remote family members in a meaningful 
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form so as to increase peripheral awareness of the state of loved ones without the 
technology becoming intrusive or overly demanding of foreground attention. 

2   Studying Peripheral Cues Among Family 

Field studies of technology use in the home have been conducted for a variety of 
purposes include natural observational studies of family awareness [9] and 
information organizing systems in the home [10][11]. Social and emotional factors 
have also been considered within the eldercare experience of “aging in place” [12]. 
However, there have been comparatively few studies on the details of background 
communication among close individuals [8]. In the design of an effective 
communications environment for close individuals who live apart, we think it is 
important to understand how various communication cues are used by these 
individuals while living together.   

2.1   Method and Research Settings 

As a first step, we conducted a field study consisting of a series of empirical sessions, 
involving interactive semi-structured interviews, a set of questionnaires, in-situ 
contextual inquiry sessions, and open-ended discussion.  The aims were to understand 
the participants’ current use of communications media, determine important 
peripheral cues for sensing presence and mood of family members, memory triggers 
that evoke feelings of missing one another, and verify that our assumptions 
concerning the use of peripheral communication were valid. 
   Seven respondents (two male and five female), ranging between 19 and 26 years of 
age, participated.  Table 1 summarizes the profile data of these individuals (indicated 
by initials) as well as a breakdown of their use of peripheral cues in relating to other 
family members.  With only one exception, the participants described their 
relationships with family members as open, relaxed, devoted, and involving frequent 
communication. The field study took place in Montreal, Canada between July and 
September of 2006 and involved approximately nineteen hours over nineteen sessions 
in total.  The sessions, spread over several weeks, were conducted on an individual 
basis to assure participants’ privacy and divided into three components.  Each such 
component involved a period of discussion, completion of a questionnaire, and a take-
home data gathering exercise.   

The aim of the introductory session was to facilitate for participants a better 
understanding and awareness of their everyday background communications with 
family members and establish an appropriate rapport.  The initial questionnaire (Q1) 
involved topics of family members’ profiles, feelings regarding relationships with 
family members, and current use of communications media.  Prior to the second 
session, participants were asked to complete a second form (Q2) by listing a number 
of cues related to everyday background communications with family members at their 
home. In order to gain specific information regarding the various roles that peripheral 
communication plays in everyday activities, these were divided into categories of 
gaining awareness of (a) mood and (b) physical presence of family members, as well 
as (c) memory triggers that evoke feelings of missing family members.  
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During the second session, typically one week later, we began with a debriefing of 
the responses to Q2 and followed this with another questionnaire (Q3) concerning 
participants’ current feeling of loneliness and well-being.  This was done to 
understand their potential motivation of further contacts with family and the context 
for their peripheral communication cues.  Prior to the third session, participants were 
asked to complete another form (Q4, which was an elaboration of Q2), listing as 
many peripheral cues as possible.  Participants were also asked to draw floor plans of 
their home and capture video or photographic examples as helpful to illustrate their 
list of cues.  These were expected to provide a basis for understanding the spatial 
relationships of peripheral cues and assist our design of a prototype augmented 
environment for peripheral communication. 

During the third session, again, typically one week later, we conducted semi-
structured in-situ contextual interviews to evaluate the level of emotional responses 
and their importance, as related to the list of cues obtained from Q2 and Q4. 

Table 1. Profiles of respondents and summary of peripheral communication cues 

Peripheral communication cues  Gender Age Living apart 
from which 
family members 

Living 
with 

Visual Audio 
Somato
sensory Olfactory Taste Other 

FR M 26 brother, parents n/a 14 14 0 0 0 0 
NR M 23 brother parents 17 16 0 1 0 0 
MK F 19 parents n/a 9 16 1 0 0 3 
TR F 22 partner, parents n/a 4 3 0 1 0 0 
IM F 22 partner roommate 13 9 2 0 0 4 
CY F 23 partner n/a 9 13 0 3 0 2 
LP F 23 partner parents 4 3 0 0 0 0 

2.2   Results  

Use of Conventional Communications Media. From the comments and discussion 
with study participants, several shortcomings of conventional (foreground) communica-
ions media were noted. In general, emotional characteristics of communications, 
including one's overall mood and expressions of sarcasm or humor, were felt to be not as 
easily conveyed through communications media as in person.  The two most popular 
forms of communications media used by our study participants were clearly telephone 
and email, with the former being preferred, when available, almost exclusively. 
Nevertheless, one participant commented explicitly on the inadequacy of email for 
expressing feelings, in particular as she spoke a different mother tongue from her partner, 
while another noted that misunderstandings may arise from the lack of visual cues 
available in telephone conversation. Additional issues raised regarding telephone 
communication concerned the restrictions on engaging in parallel activities, such as 
washing dishes, due to background noise.  The danger of misinterpretation, in particular 
for jokes or sarcasm, was also raised in regard to instant messaging.  As has been 
described in numerous other studies, social communication relies to a great deal on 
visual cues to provide context for verbal remarks. 
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Peripheral Cues. A total of 161 distinct peripheral communication cues were 
obtained from the responses to our questionnaires Q2 and Q4. These were analyzed 
according to the primary modality of individual cues and classified into six categories 
of visual, audio, somatosensory, olfactory, taste and others (Table 1).   

The results indicate that audio (46%) and visual (43%) were the two dominant 
modalities of peripheral communication cues with family. Very few cues were 
reported for the other modalities of somatosensory (1.9%), olfactory (3.1%) and taste 
(0%) information.  A small number of cues involved the description of an overall 
experience, typically a non-instantaneous event such as going for a walk, or to a dim 
sum restaurant.  As these involved multiple modalities over a particular interval, or 
did not involve any particular modality information, these were classified in a 
separate category of “others” (5.6%).  

An analysis of the distribution of cues by category (Table 2) suggests that the two 
dominant modalities of audio and visual cues may play different roles in peripheral 
communication.  Audio seems to be particularly relevant for gaining awareness of the 
mood of other family members, whereas visual cues were more strongly related to 
triggering memories that evoke feelings of missing one another.  Both modalities 
were equally significant in relation to cues of physical presence of other family 
members.  

Table 2. Peripheral cues summarized by category 

 state of mind physical presence thinking of family Sum 

Visual 12 26 32 70 
Audio 33 26 15 74 

Somatosensory 0 0 3 3 
Olfactory  0 2 3 5 

Taste 0 0 0 0 
Others 2 0 7 9 

3   Peripheral Communications Prototype 

Based on the results of our initial field study, we attempted to specify the design of an 
augmented environment for the transmission of peripheral cues between 
geographically separated family members. 

3.1   Modality Considerations 

The preceding analysis of cues suggests the dominance of visual and audio modalities 
in peripheral communication, with audio particularly important for conveying a sense 
of feelings or emotions of family members.  Since our primary intent is to support a 
greater awareness of the well being and feelings of distant family members, it 
therefore makes sense to focus on the extraction of relevant auditory cues from the  
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environment and the manner in which these are delivered to the remote party. An 
additional benefit of working with the auditory, rather than visual, modality is that 
rich information may be conveyed without requiring family members to be in a 
particular room where a display is visible.   

Relevant audio cues cited by our study participants included the gait of footsteps, 
doors being slammed shut, music played, and the sounds of a meal being prepared, 
typically as indicators of presence of other family members.  Similarly, the tone, 
inflection, and rate of speech were mentioned as strong cues of emotional state, even 
if individual spoken words cannot be recognized.  These observations are significant, 
as they suggest that audio may afford a high degree of peripheral communication even 
if reproduced in a low-fidelity manner, provided that the salient characteristics are 
preserved.  At the same time, it is necessary to ensure that our system neither conveys 
foreground information, such as clearly discernable speech, nor commands explicit 
attention.  This may be achieved by some form of active content filtering, or by 
mapping audio input to some other modality, for example, an abstract graphic 
visualization, similar to those provided by music player software.  Miyajima et al. 
provide such a mapping between the input of touching a terminal and the 
corresponding output sounds produced at the remote location [8].  In contrast, we are 
motivated to convey cues in their original modality, preserving as much richness as 
possible in the communication.  In either case, it is humans, rather than technology, 
that are responsible for the interpretation of these cues.  However, we believe that 
such interpretation is severely limited when it cannot benefit from the skills that 
family members develop through years of experiencing cues in their original form.   

3.2   Peripheral Audio 

Our design aims to convey the maximum information content without crossing into 
the domain of foreground communication.  To do so, we propose to transmit muffled 
audio between the two sites, simulating the perceptual effect of hearing the sounds 
made by family members several rooms away; in other words, virtually extending the 
house in the manner of a geographically distributed soundscape. This may be 
accomplished easily by damping the microphones in order to mimic the acoustic 
effects one would experience as sound travels through walls.  This would offer the 
benefit of relegating what may be a complex computational filtering task to natural 
physics.  To preserve meaningful semantics, we believe that sound source location 
and directionality are important, in the sense that sounds from the kitchen may not be 
perceived in the same context if they are reproduced in a different room at the remote 
location.  Thus, use of multiple microphones and speakers is required, with an attempt 
to match the sources and sinks to socially equivalent locations at the two sites.  
Automated gain control might be utilized to balance reproduced audio cues with the 
local ambient volume level.  In addition, manual gain control may prove important to 
users, at least for acceptability of the technology as deployed in a home environment.  
Similarly, privacy concerns are reduced because muffled speech remains 
unintelligible.  
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4   Transitions Between Periphery and Foreground (and Back) 

Buxton [13] proposed a taxonomy for classifying communications technologies, 
divided into human-human/human-computer along one axis, and foreground/ 
background along the other.  His definition of background, like ours, relates directly to 
activities that take place in the periphery of human attention.  While Buxton’s model 
includes smart-house and the “Portholes” system [14] as examples of background 
human-computer and human-human interaction, respectively, these nevertheless 
demand a certain level of focused user attention to issue commands or queries, but also, 
in the case of Portholes, at least, to interpret current state.  Moreover, exploiting the 
(computer-mediated) human-human technologies, even in a purely background context, 
rely on a centralized element of information technology, typically a computer display, 
which assumes a relatively stationary user.  This may be acceptable in an office 
scenario, but is unlikely typical of a home environment, the primary domain of our 
interest.   We believe that truly background technology must be able to convey 
meaningful state information without conscious effort on the part of its users and 
allow accessibility to this information from a wide variety of locations within one’s 
environment.  Portholes does not necessarily meet either of these definitions, while 
the Ambient Scribbles of the RemoteHome [15] violates the latter definition as it can 
only be viewed by users facing the correct direction.  To distinguish between these 
cases, we propose the following refinement of Buxton’s taxonomy, in which 
technologies that operate entirely in the user’s periphery of attention are deemed 
peripheral (Figure 1).1 

Buxton’s model not only provides a taxonomy but describes the transitions 
between states in response to various events.  Keeping with this approach, our system, 
placed in the newly added third column, supports transitions as follows.  A user who 
is currently receiving peripheral audio from a remote family member may request 
initiation of foreground human-human communication with that individual by 
entering the specific room from which the sounds are currently heard, and performing 
an appropriate gesture or speaking a passphrase.  This information is received by the 
distributed technology (peripheral human-computer interaction).  The gesture might 
take the form of an arm wave, as if trying to capture someone’s visual attention, while 
the passphrase could be an explicit “Hi, Dave!” Clearly, these options would require 
additional system components such as image processing or speech recognition, and 
would need to be robust to potential false positive recognition.  A simpler alternative 
would be to equip each room with a tangible interface, for example, a mock-up of a 
telephone, which, when picked up, or perhaps, simply touched (background human-
computer interaction), would serve as the indication of user intent to establish a 
foreground connection with the other family member.   

At the remote end, either an iconic sound (e.g. “ringing”) or visual cue that 
reminds a receiver of the caller (background human-computer interaction) could be 
generated to indicate that someone wishes to speak with them.  However, it is worth 
reflecting on Weiser and Seely Brown’s definition of calm technology as that which 
 
                                                           
1 Such a definition might equally well be considered as pervasive or ubiquitous computing, but 

given the proliferation of technologies under this label that fail to meet our requirements, we 
prefer to avoid potential confusion. 
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Foreground Background Peripheral 

Human-
Human 

Face-to-face 
conversation, 
telephone, 
video 
conference, 
email 

Communicating 
background information 
using a centralized 
interaction device (e.g. 
Portholes, Digital Family 
Portrait, Family Planter) 

Communicating background 
information using peripheral 
interactions anywhere within an 
environment (e.g. pervasive 
sounds of remote family 
members) 

Human-
Computer GUIs 

Smart-house technology, 
or indicating intention by 
manipulation (e.g. by lifting 
a telephone handset) 

Communicating intentions using 
natural indicators (e.g. intent to 
establish foreground connection 
to remote family member) 

Fig. 1. Revised model of communications technologies (based on Buxton [13]) 

“engages both the center and the periphery of our attention, and in fact moves back 
and forth between the two” [16].  Ideally, we would like the calling cue to fit this role, 
rather than being a disruptive signal, although this entails the risk that the caller may 
be inadvertently ignored.  One option would be to convey the unfiltered sound of the 
caller’s voice, at an appropriately discrete level, as they speak the passphrase, thereby 
signaling the caller’s intent.  With sufficient audio resources, this might be enhanced 
by spatializing the sound so that the caller appears to have moved closer to the 
intended receiver.  The actual connection (foreground human-human interaction) 
would only be established if the called party accepts the request, as indicated by a 
corresponding gesture, action, or utterance. At that point, the communications 
technology would temporarily stop filtering the transmission of audio between the 
two sites, at least for the two rooms currently occupied by the family members at each 
end, and the communication link becomes a conventional speakerphone.2  It may be 
desirable for the system to permit users to move around their respective environments, 
while maintaining the foreground communication they have already established, 
although privacy considerations must be kept in mind when other family members are 
also present. 

Similarly, a transition from foreground back to peripheral communication could be 
effected by a wave or utterance “goodbye,” or equally, the action of returning the 
mock telephone handset to its base.  In either case, the transition between states is 
easily established, making use of similar cues to those employed in the everyday 
world. 

5   Concluding Remarks 

With the overall design now completed, we are beginning the effort of translating 
these ideas into a practical implementation that will be deployed in the homes of some 
of our initial study participants. These individuals will remain actively involved in the 
development process by providing continued feedback as the design evolves, Of 

                                                           
2 Issues of half-duplex communication or echo-cancellation processing must be considered in 

order to avoid the problems of feedback. 
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particular interest, we wish to experiment with the various options for initiating 
transitions between states, as described in the previous section, in order to evaluate 
their ease- and frequency of use. We expect to conduct multiple evaluations of family 
interaction, before, during, and after deployment, in order to assess the effectiveness 
of our prototype. This feedback will, in turn, drive successive iterations of the 
technology.  We hope that this effort will prove beneficial in helping distributed 
family members maintain awareness of each other’s state and emotional well-being in 
a manner that goes beyond the capabilities of current foreground communications 
technology.  
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Abstract. Nowadays the concept of ”pervasive computing” is fully de-
ployed in smart environments to bring more comfort and to allow an easy
access to services for users. Due to this fact it is essential to reconsider
some security service delivery in smart environments. The authentication
service is tightly related to the user and must imperatively take into ac-
count his capacities, his preferences and his environment, to be efficient
for dependent people. In this paper we propose a new architecture able to
provide an intelligent authentication based on modelisation parameters
of both the environment and the user profile which are used to build an
authentication strategy.

Keywords: Pervasive computing, smart home, user profile, dependent
people, security, authentication, biometrics.

1 Introduction

The concept of ubiquitous computing more generally known as pervasive comput-
ing represent a new vision of the access to information and interaction between
the man and his environment. The ”traditional” environments are becoming
more and more ”intelligent”, due to the small dimensions and high performances
of tiny processors which can be easily integrated in everyday life objects and
can spontaneously communicate with each others. Some of recent main research
projects dealing with security in pervasive computing which we have investi-
gated are the ”Oxygen” project of MIT1 [1][2] organised into two subprojects
which are ”Mobile network device” and ”Intelligent Room”, the ”Aware Home
Rechearch Initiative” project[3] of the technological institute of Georgia, the
”GAIA” project of the university of Illinois [4][5], and the ”Easy Living” projet
[6] of Microsoft. Among them, only ”GAIA” project gives specifications about its
authentication architecture which brings some interesting concepts but does not
take into account the user profile. This paper lies within the scope of the ”Smart
Home” project devoted to the creation of generic tools for technical assistance
to improve the life of dependent people (old and disabled) within intelligent en-
vironments. Due to the heterogeneity and complexity of existing authentication
devices/protocols, it is necessary to reconsider security requirements of depen-
dent people in such environments [7]. To meet the specific needs for dependent
1 Massachusetts institute of technology.
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people, it is essential to have a more dynamic vision which require new security
models able to adapt to the profile, the context and the environment of these
users. Consequently, in our approach we made an exploratory study to derive
the required parameters specific to dependent people and which have to be con-
sidered for the design of an authentication architecture both ”intelligent” and
”generic”.

The remainder of this paper is organized into four sections. In section 2, we
will show an exploratory study about the usability of authentication devices
by disabled people. Section 3 is dedicated to the description of our proposed
architecture model while section 4 detail its implementation. Finally, section 5
will give the limits of this work and discuss about its evolution.

2 Authentication Device Usability by Disabled People

Several authors [8] consider the utility of technical devices as not sufficient to
justify their use even, if they meet the user’s needs. They have shown that
accessibility and usability defects can also compromise their use. Therefore, the
aim of our study was concentrated on using authentication devices by disabled
people to evaluate difficulties which can likely be encountered regarding to their
impairments and their incapacities.

We have considered eight means/objects allowing the user authentication: the
keyboard (seizing password), the smart card , the fingerprint, the face, the hand,
the voice, the retina and the iris.

From our study we have extracted some relevant data2 which allows us to make
a first evaluation of usability authentication devices by disabled people (fig 1).
The use of each authentication device was investigated relatively to 36 types of
motor disabilities. Figures 1, show the results associated to the number of times
these devices were considered as being ”avoiding”, ”possible” or ”desirable”.

Fig. 1. Authentication device usability

In order to determine the links between the authentication devices and their
appreciation level by people with motor disability, we have used Cramer’s
2 Data analyzed with the software DS3-WIN.
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contingency coefficient.3 The results show that the usability of the authenti-
cation devices depends on the parts of the body which are requested. Generally,
the usability of biometric devices using the face, the voice, the retina or the iris
seems to be less constraining for disabled people Nevertheless, we observe a more
important rejection of devices such as the keyboard or the smart card, since they
require further mobilization of the body parts. In this case, the defects of device
usability are due to the lack of compatibility between their design features and
the user’s capacities. In addition, we can observe that in more than half of the
cases (51,74%), the use of some authentication devices (keyboard, smart card,
fingerprint, hand) is considered as possible. Indeed, the usability of some devices
is strongly related to the degree of disability.

This exploratory study highlighted the need to adapt the biometric systems
to the users and the importance to get reliable and effective devices, able to
adapt to user’s variability. Ergonomic evaluations in real situation with disabled
users are necessary for taking account the real constraints and requirements of
using authentication devices. They should be performed in order to refine this
study by considering some other parameters related to the context (noisy or sink
environments), to the incapacity degree of involved people, to their age, etc...
According to this primary study, it is necessary consider account the user profile
in the design of our authentication architecture.

3 Proposal for a New Authentication Architecture

3.1 Model Description

As illustrated in fig 2, the model that we propose is based on an architecture
which requires an interaction between the three entities described below: the
user device, the smart card and the authentication service.

Fig. 2. Model entities

3 The Cramer’s contingency coefficient calculated is 0,1356 (Reference marks: 0, 04 <
V 2 < 0, 16).
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– The user device: which can be a Tablet PC, a PDA or even a mobile
phone. It allows the interaction between the system and the user who will
be able to ask for any service available in the environment and also receive
the required instructions for his authentication.

– The Smart Card: which contains all the parameters allowing a user to
be authenticated. Moreover, all cryptographic calculations will be made on
the processor of the card. Assuming that the user can be called to attend
several intelligent environments (place of work, house, hospital, etc), and
that these environments can use different devices and algorithms (particu-
larly for biometric systems), the card will have a manager of environment.
This manager supervise the various environments of the user; each environ-
ment is related to a set of parameters allowing user authentication. The
manager has also to store automatically these parameters in memory when
needed.

– The Authentication server: after a required number of checking, the
authentication server delivers a ticket to the user, granting him the access to
some services within the ”smart home”. These tickets have an expiry date
and can be provided only by the authentication server. It will set up a strat-
egy allowing the checking process according to the user profile, the context,
as well as specific needs of the required service.

3.2 Initialization Process of an Authentication Session

This architecture takes into account the user profile when setting up the au-
thentication strategy. From the user profile, one will be able to know the devices
which can be usable for the authentication. Information coming from the context
makes it possible to evaluate the relevance of using these devices by allocating a
”confidence value” to each device. Compared to the “confidence value” of GAIA
project, the one we have used for our model is dynamic and depends on the
context. For example, if the user profile allows an authentication by using voice
recognition device, using context parameters we will be able to determine if it is
relevant or not to use this device according to the ambient noise. Each service
has a profile, to which we associate a ”confidence threshold ”. This thresh-
old represents the level of certainty to be reached about the user identity for
getting access to the required service. By dealing with various authentication
devices, the system must develop an authentication strategy which help to reach
the required confidence threshold, by cumulating confidence values of selected
devices. Indeed progressively , as long as the user stay within the same envi-
ronment, the smart card increment a parameter called ”user value” representing
the greatest threshold of confidence reached for that user during the current
session.4

4 One session begins at the first request of ticket and finishes when the user leaves the
environment or if he remains inactive during a certain time.
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Fig. 3. Authentication session

4 Implementation

4.1 Class Description

The prototype implementing our architecture was developed in java langage. We
used RMI5 for the interactions between the authentication service and the user.
This prototype is built using the four main classes shown in (fig 4).

The Smart Env class modelise the set of parameters which allow the user
authentication in a given environment (house, work place, etc). It has the six
following elements:

– The certificate provided by the authority supervising the environment,
– The Private key associated to the public key included on the certificate,
– The user profile represent the set of user characteristics (capacities,

preferences),
– The templates which are used as a reference for biometric authentication,
– The hash of the password chosen by the user,
– The User value which is used to save the confidence value.

5 Remote Method Invocation.
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Fig. 4. Class Diagram

The first four elements are used during the first authentication phase which will
be described in next sub-section. The function getTicketReqMsg() generate the
request message for a ticket.

The function ”crypt()” is called when using a biometric modality. It allows
sending its captures to the authentication service for manufacturing the template
to be checked. Indeed, in order to provide an architecture as generic as possible,
the manufacture of the templates is dealt by the authentication service. The
function ”compart()” makes the comparison between the data entered by the
user and the data stored on the smart card (template, hash of the password). It
returns an encrypted message with the result of this comparison. The function
”getProfil()” recover the user profile when requested by the service.

The Capt Device class manages the capture functions and can be allocated
to any available authentication device.

The User Device class is a sub-class of Capt Device class. It integrates all
the functions for the capture, for starting the authentication, for interaction with
the smart card and for ticket granting.

The Serv Auth class class corresponds to the authentication service.
This class is modelized using three layers. The low layer allows the interactions

with the environment and the user for the acquisition of information and the
capture recovery. The intemediate layer may be similar to a tool-layer, including
the ”strategist” entity which receive data, create an authentication strategy, and
select the best algorithms for the template creation. The top layer represents the
authority of decision-making.

This class is composed of 5 main functions: authRequest(), getTicket(),
stratege(), getTemplate() and setComp(); We will detail the ”authRequest()”
and ”getTicket()” functions in the following section. The ”stratege()” function
is dealing with the strategy generation based on the user profile.
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The function ”getTemplate()” allows the call of the template’s manufacturing
process. Lastly, the function ”setComp()” recovers the encrypted messages sent
by the user in order to inform the service about the results of the comparison.

4.2 User Authentication Process

Obtaining a ticket for using a service occurs in the 3 phases illustrated in
figure 5.

Fig. 5. User Authentication Process

Phase 1 - Initialization: The aim of this phase is to certify that one can trust
the smart card before allowing key exhanges in a secured way. Its implementa-
tion is based on an extension of Kerberos protocol[9] called PKDAKerberos[10].
PKDAKerberos keep the concept of ticket delivery at the end of the authentica-
tion process, while extending it for a distributed architecture by using asymmet-
rical keys. This protocol is triggered by the user and occurs in five exchanges. We
keeped the first three exchanges of the PKDAKerberos protocol, while making
some modification during the third exchange by adding :

– A ”user value” which is used to get the highest confidence threshold reached
during a session, to determine whether it is necessary to make an advanced
authentication or not.

– A second symmetrical key used to encrypt the messages exchanged during
the second phase of advanced authentication .

Phase 2 - Advanced authentication: During this phase the service involves
an intelligent entity called the ”strategist”. Its main tasks are first to recover the
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relevant parameters of the user profile, to determine the devices which can be
used by the user (beta strategy). Once this ”beta strategy” is built, the strategist
analyse the profile parameters and the environment related data to refine and
improve the strategy. These data were taken from the results of work in context
awareness given in [11]. Obviously the quantity and the precision of information
given by the user profile will allow deeper analysis and better results closer to
reality. In addition further investigation based on the exploratory study of Sec-
tion 2 would be essential for the training process. Thereafter the authentication
service will call upon the capture functions (captImage(), captSound, captPass-
word() captPrint()) selected by this strategy. It would be extremely interesting
to make this choice regarding to both the performances and the availability of de-
vices involved in the service. The last stage is the manufacturing of the templates
(if biometrics is used) followed by various comparisons and the transmission of
a scoring report.

Phase 3 - Final decision: This phase is equivalent to the 4th exchange of the
PKDAKerberos protocol. The user will then be able to use the granted ticket
for the access to the required service as in the 5th exchange of PKDAKerberos.

5 Conclusion and Perspectives

To provide authentication of dependent people, we have proposed an new dy-
namic and extensible architecture to allow a flexible and smart authentication
process. Using specific parameters modelizing the user profile and environment,
the authentication server will set up an authentication strategy accordingly to
the user context. Based on this strategy, the user can be authenticated by a mul-
timodal system combining different means (password, smart card, biometry). In
order to cover various smart environments, this architecture can be implemented
either in a centralized or distributed environment. The current prototype allows
an authentication by using the password and has two modules for voice and im-
age capture. Future evolution of the project will integrate the smart card module
and further biometric modules. The implementation of the strategist would re-
quire an in-depth study about the characteristics of involved population and
available devices.
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Abstract. In public places, information can be accessed by its unautho-
rized users, while we are sometimes forced to access our unwanted infor-
mation unexpectedly. We have introduced the concept of Secure Spaces,
physical environments where any information is always protected from
its unauthorized users, and have proposed a content-based entry control
model and an architecture for Secure Spaces which protect their con-
tents’ freedom of information delivery but do not protect their visitors’
freedom of information access. This paper aims at building truly Secure
Spaces which protect both freedoms and enhances our proposed model.

1 Introduction

Today, in public spaces which are shared by the general public or shared spaces
(e.g., meeting room at office or living room at home) which are shared by spe-
cific multiple persons (e.g., co-workers or family members), information resources
can be usually accessed by multiple users, not only their authorized users but
also their unauthorized users and thus it is not always enough for their security
policies, while visitors are sometimes forced to involuntarily access various in-
formation resources, not only their wanted information resources but also their
unwanted information resources and thus it would be not good for their health.

In our previous work [1,2], we have introduced the notion of Secure Spaces
as physical environments where any information resource is always protected
from its unauthorized users’ eyes and ears, and have proposed a model and an
architecture for space entry control based on its dynamically changing visitors
and contents such as physical information resources and virtual information re-
sources via embedded output devices, unlike the conventional context-unaware
access controls. The outdated Secure Spaces, however, do not protect their vis-
itors’ freedom of information access. In this paper, we aim at building really
Secure Spaces which protect both freedoms, and revise our proposed model.

The rest of this paper is organized as follows. First, Section 2 describes re-
quirements for building Secure Spaces. Next, Section 3 gives an overview of our
content-based entry control, Section 4 formalizes a model, and Section 5 in-
troduces an architecture. Subsequently, Section 6 presents some related works.
Finally, we conclude this paper in Section 7.
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2 Requirements for Secure Spaces

We redefine Secure Spaces as physical environments which protect not only their
contents’ freedom of information delivery but also their visitors’ freedom of in-
formation access, and then discuss the requirements for building Secure Spaces.

We have had not only immobile and personal computing environments but
also mobile and ubiquitous computing environments, and thus we have become
able to access computational information not only in private spaces but also in
public spaces or shared spaces such as meeting rooms or living rooms.

In private spaces where a computer is exclusively used by a single occupant,
we can assume that information outputted via the computer is received by only
the person who operates the computer. Therefore, information access control
systems have only to take into account the single user directly operating the
computer and requesting to access a virtual information resource in making an
authorization decision on whether the access request should be granted or denied.

Fig. 1. Single information receiver in private spaces

Meanwhile, in public or shared spaces where a computer can be shared by
multiple visitors, we can assume that information outputted via the computer
is received by not only the single user directly operating the computer and
requesting to access it but also the other users nearby surrounding the computer.
Therefore, it is not enough for information security only to check on whether a
user requesting to access a virtual information resource via a computer is in the
set of its authorized users, because there might exist its unauthorized users in
the area surrounding the computer and they might be able to access it.

We would have the following approaches for securing public/shared spaces. By
using any approach, Secure Spaces have to be always aware of their real-world
contexts such as visitors, physical information resources and virtual information

Fig. 2. Multiple information receivers in public/shared spaces
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resources outputted via embedded computers. Figure 3 shows each approach for
a case that a space where Alice can access Info1 and Info2 outputted via its
embedded computers is being entered by Ichiro who don’t want to access Info2.

(a) Logically Access Control:
revokes logically problematic information which will be possibly accessed by
its unauthorized users or those who don’t want to access it if nothing is done.
In Figure 3, Ichiro can be protected from his unwanted Info2 if it is revoked.
However, Alice becomes unable to access it either even if it is wanted by her.

(b) Context-aware Media Conversion:
presents problematic information in a medium (e.g., languages, audio/visual)
where it is perceptible or understandable for any user who don’t want to
access it and who will possibly access it if nothing is done. In Figure 3 where
Ichiro can understand Japanese but not English, Ichiro can be protected from
his unwanted Info2 (Alice might be kept accessible to any) if it is presented
in not Japanese but English. However, Secure Spaces have to know any user’s
profile on whether or not s/he can understand information in each medium.

(c) Physically Entry Control:
shields physically problematic information from its unauthorized users and
those who don’t want to access it by means of opaque and/or soundproof
partitions. In Figure 3, Ichiro can be protected from his unwanted Info2 and
Alice can be kept accessible to it if Alice and her wanted Info2 are physically
isolated from Ichiro. However, Alice might become unable to access Info1.

Fig. 3. Approaches for securing public/shared spaces

3 Overview of Content-Based Space Entry Control

This section gives an overview of our content-based entry control for building
Secure Spaces which any visitor or information resource is always protected from
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its unwanted information resource or its unauthorized visitor according to each
other’s access policy. Our strategy for the requirements is to utilize physical
environments (e.g., slightly smart rooms) electrically lockable and physically
isolated by opaque and soundproof walls. In addition, we assume that any user
inside a Secure Space can access any information resource inside the Secure Space
but s/he can never access any information resource outside the Secure Space.

3.1 Entry Control over Physical Resources

When a physical resource (e.g., a hardcopy of sensitive information) requests
to enter a Secure Space, the Secure Space will enforce entry control over the
physical resource based on the following strategy:

– Unwanted Physical Resource for Visitors
If the Secure Space is containing a visitor who does not want to access the
physical resource or who the physical resource does not want to be accessed
by, the Secure Space has to deny the physical resource to enter there (possibly
after persuading the visitor to relax his/her access policies or to exit there)

Fig. 4. Space entry control over physical resource for users

3.2 Entry Control over Virtual Resources

When a virtual resource (e.g., a sensitive information on computer) requests to
be outputted via a device embedded in a Secure Space, the Secure Space will
enforce entry control over the virtual resource based on the following strategy:

– Unwanted Virtual Resource for Visitors
If the Secure Space is containing a visitor who does not want to access the
virtual resource or who the virtual resource does not want to be accessed
by, the Secure Space has to deny the virtual resource to be outputted there
(after persuading the visitor to relax his/her access policies or to exit there).

3.3 Entry Control over Users

When a user requests to enter a Secure Space, the Secure Space will enforce
entry control over the user based on the following case-dependent strategies:

– Unauthorized User for Virtual Contents
If the Secure Space is containing a virtual resource via an embedded output
device which does not want the user to access itself or which the user does
not want to access, the Secure Space has two approaches of denying the user
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Fig. 5. Space entry control over virtual resource for users

to enter there (after persuading the user to relax his/her access policies) or
granting the user after revoking the output session of the virtual resource.

– Unauthorized User for Physical Contents
If the Secure Space is containing a physical resource or a visitor which does
not want the user to access itself or which the user does not want to access,
the Secure Space has only one approach of denying the user to enter there.

Fig. 6. Space entry control over user for virtual contents

Fig. 7. Space entry control over user for physical contents

4 Formalized Model

This section formalizes our unified model for space entry control based on its
dynamically changing visitors and contents such as physical resources and virtual
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resources via embedded output devices, by listing the entities, functions, access
policies, entry requests and authorization algorithms in the model.

Definition 1. Model Entities
Our entry control model for building Secure Spaces has the following four
kinds of entities whose access policies should be protected.
– Secure Spaces: are physically isolated environments (e.g., a closed

room by opaque and/or soundproof walls with electrically lockable doors)
which want their Users’ and Physical/Virtual Resources’ access policies
to be protected on our assumption that any content can be accessed by
any visitor. The universal set of Secure Spaces is denoted by S.

– Users: are physical entities who enter a Secure Space and can access
any Resource inside there on our assumption and who can describe their
access policies as freedom of information access. The universal set of
Users or their Access Policies is denoted by U or UAP respectively.

– Resources: are physical/virtual entities which enter a Secure Space and
can be accessed by any User inside there and which can describe their
access policies as freedom of information delivery. The universal set of
Resources or their Access Policies is denoted by R or RAP respectively,
where R = PR ∪ VR and RAP = PRAP∪ VRAP.
• Physical Resources: are physical entities such as a hardcopy of

sensitive information. The universal set of Physical Resources or their
Access Policies is denoted by PR or PRAP respectively.

• Virtual Resources: are virtual entities such as a sensitive informa-
tion on the Internet. The universal set of Virtual Resources or their
Access Policies is denoted by VR or VRAP respectively.

Definition 2: Model Functions
Our model uses the following functions to keep up on the set of entities inside
each Secure Space at a time and evaluate the weight of its contents.

– cu: S× T → 2U, is a function mapping each Secure Space si at a Time t,
to the set of Contained Users inside there cu(si, t).

– cpr: S× T → 2R, is a function mapping each Secure Space si at a Time
t, to the set of Contained Physical Resources inside there cpr(si, t).

– cvr: S× T → 2R, is a function mapping each Secure Space si at a Time
t, to the set of Contained Virutal Resources inside there cvr(si, t).

– authU: UER → {grant, deny}, is a function mapping each User’s Entry
Request ueri, to the entry decision authU(ueri).

– authR: RER → {grant, deny}, is a function mapping each Resource’s
Entry Request reri, to the entry decision authR(reri).

– w: S× T× 2U× 2PR × 2VR → R, is a function mapping a set of Users us,
Physical Resources prs and Virtual Resources vrs in each Secure Space
si at a Time t, to its evaluated Weight w(si, t, us, prs, vrs) in some way.
In this paper, the weight is defined as the summation of each positive
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weight w(s, t, u, r) evaluating that a User u can access a Resource r in a
Secure Space s at a Time t (but could be defined in another way),

w(s, t, us, prs, vrs) =
∑

u∈us,r∈prs∪vrs

w(s, t, u, r),

where s ∈ S, t ∈ T, us ∈ 2U, prs ∈ 2PR and vrs ∈ 2VR.

Definition 3: Access Policies
Our model stores and protects the following access policies for each entity.
– User’s Access Policy: is an access policy described by a user in order

for him/her to inform Secure Spaces whether s/he wants to access a
resource in a context, as a 5-tuple of a User, a Resource, a Secure Space,
a Time and a set of surrounding entities as contextual conditions,

UAP ⊆ U× R× S× T× 2C,

where T stands for the universal set of Times and C = U.
(u, r, s, t, cs) ∈ UAP where u ∈ U, r ∈ R, s ∈ S, t ∈ T and cs ∈ 2C, states

that the User u permits accessing the Resource r at the Time t in the
Secure Space s which contains the set of entities cs.

– Resource’s Access Policy: is an access policy described by a resource
in order for it to inform Secure Spaces whether it wants to be accessed
by a user in a context, as a 5-tuple of a Resource, a User, a Secure Space,
a Time and a set of surrounding entities as contextual conditions,

RAP ⊆ R× U× S× T× 2C.

(r, u, s, t, cs) ∈ RAP where r ∈ R, u ∈ U, s ∈ S, t ∈ T and cs ∈ 2C, states
that the Resource r permits being accessed by the User u at the Time t
in the Secure Space s which contains the set of entities cs.

Definition 4: Entry Requests
Our model grants or denies the following entry requests for each entity.
– User’s Entry Request: is an entry request defined as a 2-tuple of a

User and a Secure Space which s/he is requesting to enter,

UER ⊆ U× S× T.

(u, s, t) ∈ UER where u ∈ U, s ∈ S and t ∈ T, states that the User u
requests to enter the Secure Space s at the (current) time t.

– Resource’s Entry Request: is an entry request defined as a 2-tuple
of a Resource and a Secure Space which it is requesting to enter,

RER ⊆ R× S× T.

(r, s, t) ∈ RER where r ∈ R, s ∈ S and t ∈ T, states that the Resource r
requests to enter the Secure Space s at the (current) time t.



106 S. Hattori and K. Tanaka

Algorithm 1: Authorization for Users
A user’s entry request that a User u requests to enter a Secure Space s at
a Time t is granted, if and only if any resource inside there permits being
accessed by the User and s/he permits accessing any resource inside there
in the context or if the weight w(s, t, u) in case of granting him/her to enter
there after revoking any virtual resource inside there which denies being
accessed by him/her or s/he denies accessing in the context is higher than
the weight w(s, t) in case of denying him/her to enter there.

∀u ∈ U, ∀s ∈ S, ∀t ∈ T, authU(u, s, t) = grant

⇔ (apr(s, u) = cpr(s)) ∧ {(avr(s, u) = cvr(s)) ∨ (w(s, u) ≥ w(s))}

where au(s, t, u), apr(s, t, u) or avr(s, t, u) is the Assumptive set of Users,
Physical Resources or Virtual Resources inside the Secure Space s after forc-
ing all physical resources which don’t permit being accessed by the User u
or s/he doesn’t permit accessing to exit there, revoking all virtual resources
which don’t permit being accessed by him/her or s/he doesn’t permit access-
ing in order to keep secure and granting him/her to enter there, respectively.

au(s, t, u) := cu(s, t) ∪ {u}
apr(s, t, u) := {pri ∈ cpr(s, t)|(pri, u, s, t, au(s, t, u)) ∈ PRAP

and (u, pri, s, t, au(s, t, u)) ∈ UAP}
avr(s, t, u) := {vrj ∈ cvr(s, t)|(vrj , u, s, t, au(s, t, u)) ∈ VRAP

and (u, vrj , s, t, au(s, t, u)) ∈ UAP}
w(s, t) := w(s, cu(s, t), cpr(s, t), cvr(s, t))

w(s, t, u) := w(s, au(s, t, u), apr(s, t, u), avr(s, t, u))

Algorithm 2: Authorization for Resources
A resource’s entry request that a physical/virtual Resource r requests to
enter a Secure Space s at a Time t is granted, if and only if any user inside
there permits accessing the Resource and it permits being accessed by any
user inside there in the context, that is, in the Secure Space which contains
some set of entities such as visitors at the Time.

∀r ∈ R, ∀s ∈ S, ∀t ∈ T, authR(r, s, t) = grant

⇔ au(s, t, r) = cu(s, t)

where au(s, t, r) is the Assumptive set of Users inside the Secure Space s
after forcing all users who don’t permit accessing the Resource r or it doesn’t
permit being accessed by to exit there in order to keep secure.

au(s, t, r) := {uk ∈ cu(s, t)|(uk, r, s, t, cu(s, t)) ∈ UAP

and (r, uk, s, t, cu(s, t)) ∈ RAP}
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5 Architecture

This section introduces a system architecture for our content-based entry con-
trol model to build Secure Spaces in the physical world. Each Secure Space
requires the following facilities at least. Figure 8 gives an overview of our
system.

– Space Management: is responsible for constantly figuring out its visitors
and its contents such as physical resources and virtual resources via its em-
bedded output devices, for ad-hoc making authorization decisions on whether
an entry request to enter there by a user or a physical/virtual resource should
be granted or denied, and for notifying the entry decisions to the Electrically
Lockable Doors or enforcing entry control over virtual resources according
to the entry decisions by itself.

– User/Object Authentication: is responsible for surely authenticating
physical entities such as users and physical resources which requests to enter
or exit the Secure Space by using Radio Frequency IDentification or biomet-
rics technologies and for notifying it to the Space Management.

– Electrically Lockable Door: is responsible for electrically locking or un-
locking itself in order to enforce entry control over physical entities such as
users and physical resources according to the entry decisions notified by the
Space Management.

– Opaque and Soundproof Wall: is responsible for physically isolating a
Secure Space from outside with regard to information access in order to
validate our assumption that any user inside a Secure Space can access any
resource inside the Secure Space but any user outside the Secure Space can
never access any resource inside the Secure Space.

Fig. 8. An architecture for building Secure Spaces
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6 Related Work

Our work in this paper and the previous ones [1,2] is related very well to the
research field of authentication and access control for Smart Spaces.

Smart Spaces [3], also called Intelligent Environments [4], are physical spaces
(often physically isolated, e.g., rooms or buildings) which heterogeneous com-
puting resources such as output devices, multi-modal sensors or communication
apparatus are embedded in and which provide various advanced services for their
visitors by cooperating with their resources. They might have the ability to ob-
serve the physical world, to interpret the observation, to perform reasoning on
the interpretation, and then to perform actions based on the reasoning. These ex-
amples include Active Space in Illinois [5], Interactive Workspace in Stanford [6],
Aware Home in Georgia Tech [7], EasyLiving in Microsoft [8], Smart/Intelligent
Room in MIT [9,10], Smart Classroom [11] and so forth.

As one of the hottest topics in such researches on Smart Spaces, it becomes
emphasized that information environments which they provide for their visitors
should be not only entertaining or convenient but also comfortable or secure.
For example, Cerberus which is a context-aware security infrastructure using
first-order predicate and boolean algebra for Smart Spaces [12], a role-based
context-aware access control mechanism within Hyperglue for Intelligent Envi-
ronments [13], a role-based access control system switching four modes of Indi-
vidual, Shared, Collaborative, and Supervised by situation for Active Spaces [14],
iSecurity which is a security framework for iRoom as an Interactive Workspace
[15], and a security architecture using Environment Roles for Aware Home [16].

7 Conclusion and Future Work

This paper redefined Secure Spaces as physical environments which protect not
only their contents’ freedom of information delivery but also their visitors’ free-
dom of information access, and proposed a unified model and an architecture
for content-based entry control to make public/shared spaces more secure.

In the future, we plan to formalize a hierarchical and more flexible model and
specify an access policy description language in order to allow space administra-
tors to configure their Secure Space more easily and more flexibly, and what is
more, we will implement a prototype of Secure Space and evaluate its effectivity
or functionality by applying it to actual use cases in the real world.
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Abstract. This paper describes a Ventricular Tachycardia/Fibrillation (VT/VF) 
detection algorithm that is specifically designed for a 24/7 personal wireless 
heart monitoring system. This monitoring system uses Bluetooth enabled bio-
sensors and smart phones to monitor continuously cardiac patients’ vital signs. 
Our VT/VF algorithm is optimized for continuous real-time monitoring on 
smart phones with a high sensitivity and specificity. We studied and compared 
existing VT/VF algorithms and selected the one which suited best our 
requirements. However, we modified and improved the existing algorithm for 
the smart phone to achieve better performance results. We tested the algorithm 
on full-length signals from the physionet CU, MIT-db and MIT-vfdb databases 
[16] without any pre-selection of VT/VF or normal QRS-complex signals. We 
achieved 97% sensitivity, 98% accuracy and 98% specificity for our 
implementation which is excellent compared to existing algorithms. 

Keywords: ventricular/tachycardia algorithm, ECG signal processing, heart 
monitoring, mobile-health, wireless ECG sensors. 

1   Introduction 

Cardiovascular diseases are now the number one cause of death in the United States 
and most European countries. The costs of medical help for cardiovascular patients is 
already estimated to be €€ 316 billion in the United States in 2006 [1]. Using state-of-
the-art sensor technology and smart phones, it is now possible to lower the costs 
related to heart patients. The latest ECG monitors are now wearable and reliable, 
allowing the patient to wear them 24/7. The use of mobile health applications to 
monitor patients is a booming business worldwide. The market is estimated to be $81 
billion (USD) in the United States alone. 

At the University of Technology, Sydney, we work on a context-aware personal 
health monitoring project [2]. In this project we use smart phones and wearable 
Bluetooth bio-sensors for patient monitoring and rehabilitation. When a life 
threatening situation is detected, the smart phone automatically calls and SMSes pre-
programmed phone numbers indicating the location and reason for the emergency 
call. Also potential bystanders are notified by a message played continuously on the 
smart phone and instruct them what to do. 
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This paper focuses on one fundamental part of this project: the detection of 
Ventricular Fibrillation (VF) which is the main cause of sudden cardiac death and 
Ventricular Tachycardia (VT). Ventricular Tachycardia is a very rapid beating of the 
heart, resulting in a diminished cardiac output. Our objective is to implement an 
efficient VT/VF detection algorithm for a mobile device which should satisfy the 
following requirements: 

• It must be able to process the ECG data in real-time on the smart phone. To save 
battery power we need to avoid unnecessary processing on the smart phone. 

• The algorithm should detect VT/VF with high sensitivity and specificity. We 
want to minimize the possibility of missing a VT/VF episode which can be lethal. 

• Minimise false alarms. The classification of a QRS complex as VT/VF (i.e. false 
classification) is inconvenient for the patient using the monitoring system. 

• We do not need to distinguish between VT and VF since it is not meant to be 
used in defibrillators to decide whether an arrhythmia is shockable.  

Numerous algorithms exist to detect VT and VF and we evaluated them against our 
requirements. We also investigated the triggers for a VT/VF onset in order to improve 
the algorithm. Public online databases are used to test our algorithm and we compared 
the performance of our algorithm against other algorithms [3 - 9] using the same 
dataset. 

This paper is organised as follows. Section 2 evaluates existing VT/VF algorithms 
and identifies those that are a good basis for our project. Section 3 discusses the 
design and implementation of our improved VT/VF algorithm. Section 4 presents  
the performance results and section 5 shows how the VT/VF algorithm is integrated in 
the smart phone application. Finally, section 6 concludes this paper. 

2   Evaluation of Publicly Available VT/VF Algorithms 

Two factors are of particular importance which are high sensitivity and specificity. 
The sensitivity is a measure for how accurate the algorithm detects VT/VF episodes in 
an ECG. Specificity corresponds to the algorithm’s capability to alarm if, and only if, 
it is an actual VT/VF signal. 

In addition limited processing power of the smart phone implies restrictions on the 
possible algorithms for implementation since the smart phone has limited processing 
capabilities (typically a 200-500 MHz processor). Algorithms that are not practical to 
implement on a mobile device are Fuzzy Neural Network (FNN) designs or Wavelet 
Transformation (WTF) based algorithms. A FNN algorithm is often implemented on 
high end processors which are not yet available for smart phones [4]. WTF algorithms 
are very CPU intensive which is not practical for mobile phones and will drain the 
battery quickly [4]. 

The smart phone provides an ambulatory monitoring environment for the patient. 
The patient is able to move freely while being continuously monitored. We selected a 
modified lead II type ECG sensor with only two electrodes attached directly to the 
sensor. Using a 2-lead sensor implies that we look at algorithms that use the physionet 
databases MLII signals and omitted those that use their own intracardiac ECG  
dataset [3]. 
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Several algorithms claim high sensitivity and specificity, but on closer inspection 
many algorithms use pre-selections of ECG database signals to evaluate their 
performance [5] or pre-select MLII input signals [6-8]. Algorithms tested on partial 
signals are; Threshold Crossing Interval (TCI) [7], Complexity Measure (CM) [8], 
Modified Complexity Measure (MCM) [5] and the Auto-Correlation Function 
(ACF95/99) [6]. ACF95 and ACF99 refer to Fisher statistics degree of freedom. 

Table 1 shows the results of the algorithms on pre-selected signals as published in 
[5-8], as well as, the results of the same algorithms tested on full-length signals [4]. In 
case of full-length signals the performance of the algorithms drops significantly. The 
TCI algorithm is generally regarded as a good algorithm [4] for VT/VF detection and 
reaches 75.1% sensitivity. However, it classifies any heart rate higher than 150 bpm 
as VT or VF which is an incorrect assumption since a healthy person can easily have 
a heart rate of 150 bpm and higher when exercising. 

Table 1. Performance results (7stw= 7-second time window) 

Algo Pre-selected signals Full length signals (8stw, [4]) 
 Sensitivity (%) Specificity (%) Sensitivity (%) Specificity (%) 
TCI 100 (7stw, [7]) N/A 75.1 84.4 
CM 100 (7stw, [8]) 100 (7stw, [8]) 59.2 92.0 
MCM 89.8 [5]) N/A 51.2 84.1 
ACF95 N/A N/A 49.6 49.0 
ACF99 100 (4.5stw, [6]) 100 (4.5stw, [6]) 69.2 35.0 
SPEC 93 (8stw, [9]) 79 (8stw, [9]) 29.1 99.9 
VF 91 94 18.8 100 
ADA   95.9 (10stw, [9]) 94.4 (10stw, [9]) 
SCA   71.2 (8stw, [4]) 98.5 (8stw, [4]) 
QRC   91.9 (6stw, [12]) 98.3 (6stw, [12]) 

Jekova describes in [9] the performance results for the Spectral analysis (SPEC) 
[10] and VF-Filter (VF) [11] algorithms on pre-selected MLII signals. These 
algorithms perform very well with respect to specificity but sensitivity is very low for 
full-length signals for both algorithms. 

The Amplitude Distribution Analysis (ADA) algorithm [9], Signal Comparison 
Algorithm (SCA) [4] and QRS detection and Rhythm Classification algorithm (QRC) 
[12] use full-length signals to test their performance. ADA applies noise detection, 
asystole detection, VT/VF detection and beat detection to classify a heart signal. SCA 
compares a heart signal interval with four different reference signals to classify a 
heart signal episode (i.e. three QRS-complexes and one VT/VF reference signal). The 
residual between the measured signal and the four reference signals is a measure for 
classification. ADA, SCA and QRC are tested on full-length signals from the MIT-db, 
MIT-vfdb, AHA and CU databases. The advantage of the ADA, QRS and SCA 
algorithms is the use of several steps to classify a heart signal. This improves the 
performance considerably compared to other algorithms. 

From our literature study we found out that the SCA algorithm is not a practical 
solution for our application since it will be very hard to obtain a VT and VF reference 
signal for each patient. We agree with Fernandez about the QRC algorithm where he 
states that “System failed, in general, when signal, even filtered, holds noisy and the 



 Ventricular Tachycardia/Fibrillation Detection Algorithm 113 

noise peaks had very big amplitude” [5, 12]. It will fail in an ambulatory environment 
for our 2-lead sensor. The ADA algorithm is the best candidate for implementation on 
the smart phone where beat detection and classification is performed together with 
VT/VF detection [5, 12]. 

3   Improved VT/VF Algorithm 

We modified the original ADA algorithm and altered the order of the signal 
processing routines. We placed the beat detector before the VT/VF classification as 
suggested by Fernandez in [12]. This improves the overall performance of the 
algorithm since the beat detector is less CPU intensive compared to the VT/VF 
routine. Fig. 1 shows the improved ADA algorithm as implemented for the mobile 
device. 

Beat detector 
ECG data is collected from the 2-lead ECG sensor or physionet ECG files. We use the 
open source beat detector from Hamilton [13] to obtain the heart rate and beat type 
which can be QRS, Premature Ventricular Contraction (PVC) or Unknown. Based on 
the heart rate and/or beat type we check for VT/VF for the following conditions: 

• Heart rate lower or higher than the threshold set by a cardiologist. The thresholds 
are patient specific and might indicate something abnormal for that patient [14]. 

• High Heart Rate Variability (HRV) can indicate the onset of VT and VF [14]. 
• High number of PVC’s within a certain time limit can indicate a VT onset [14]. 
• Many ‘unknown’ beat types in a short time interval indicate that something is 

wrong with the heart signal because QRS-complexes cannot be detected. 

6 second signal collection 
The algorithm will collect 6 seconds of ECG data for further analysis if one of the 
above mentioned events occurs. From simulation studies conducted with Matlab we 
determined that 6 seconds is sufficient to analyse a signal efficiently. Signal 
classification is based on statistical distributions which needs a sufficient amount of 
signal samples. A longer time window forces the algorithm to classify a signal 
collection possibly containing both QRS and VT/VF signals as either QRS or VT/VF 
which is incorrect. On the other hand, a too short time window will result in the 
algorithm not being able to classify a signal correctly and will return an ‘unknown’ 
result. We also collect the heart rate, beat types and average heart rate for this 6 
second interval. 

QRS-complex and heartbeat classifier 
This routine checks for high HRV and the number of PVCs or ‘unknown’ heart beats 
in the 6 second signal. Further processing of the signal is only required, if: 

• The HRV remains high during this 6 second interval. 
• The number of detected PVC’s or ‘unknown’ beat types is higher than 50% of the 

detected beat types. 
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Fig. 1. Flow chart for the modified ADA algorithm 
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Signal pre-processor 
In case of an expected arrhythmia the 6 second signal is filtered as follows: 

• The signal is normalized, removing the gain of the signal. Gain removal allows 
millivolt (mV) thresholds for the DHA detector and Asystole classifier.  

• The signal is then forward-backward filtered though a 1.4Hz high-pass filter. This 
removes the low frequency noise causing offset and drift of the ECG signal. 

• The signal is then forward-backward filtered through a low-pass filter. This 
removes the high frequency noise from muscle movement using a 30Hz low-pass 
filter [3, 4, 12]. Forward-backward filtering of the signal ensures that there is no 
amplitude distortion and phase shifting of the signal. 

DHA detection 
We then check the signal for Dangerous Heart Activity (DHA). DHA can be a noisy 
ECG signal or an arrhythmic VT or VF signal. Large amplitude differences may 
imply a noisy signal but if there are too many oscillations it can be a VF signal since 
fast contractions of the ventricles result in high oscillating skew rates in the ECG 
signal. A higher amplitude of the current epoch compared to the previous 6 second 
epoch is used to ignore unreadable ECG signal periods. When DHA is detected the 
algorithm will automatically analyse the following 6 second epoch.  

Asystole Detection 
In the absence of large oscillations, the epoch is then analysed for a low amplitude 
signal. Asystolic signal cannot be analysed with the normal VT/VF classifier because 
of the low amplitude. If the amplitude is below 0.3mV we will classify the signal with 
the asystole classifier. If not, we use the VT/VF classifier to determine the type of 
heart signal. 

Asystole Classifier 
When an asystole is suspected we use an asystole classifier to determine the signal 
type (i.e. QRS, Asystole or VT/VF). We determine the following characteristics of the 
signal: 

• We calculate the number of peaks in the signal. This is a rough indicator for the 
heart rate. 

• The relation between the samples above and below the mean signal. For QRS 
signal this relation is lower than for VT/VF signal [12]. 

• The overall amplitude of the signal.  

The signal is regarded asystolic when the maximum amplitude does not cross the 
0.1mV threshold. The signal will be classified as a QRS complex if less than 40% of 
the signal is above half the maximum value, and the number of possible QRS 
complexes is below the emergency heart rate. Otherwise, it will be classified as a 
VT/VF signal. The Asystole classifier will trigger the algorithm to automatically 
analyse the following 6 second epoch.  

VT/VF Classifier 
When the signal epoch is not classified as asystole by the Asystole detector we then 
process it by the VT/VF classifier. This algorithm is based on statistical distribution 
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of QRS and VT/VF signal samples as proposed by Jekova [9]. For each 6 second 
interval (I), three amplitude ranges are defined, and signal samples (Si) falling within 
a certain amplitude range for this interval are added, which are shown in equation 1.  

 

 

 

(1) 

The result of the VT/VF classifier depends on the signal samples accrued for T1, T2 
and T3, which are based on Jekova’s algorithm [9]. Classification of the signal is 
presented in equation 2. An epoch processed by the VT/VF classifier will always trigger 
the algorithm to analyse the next 6 second epoch even if the result is a QRS complex. 
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4   Performance Results 

We implemented the algorithm on a Microsoft Windows Mobile Pocket PC platform 
using the C# programming language. The algorithm is tested on the following full-
length signals from the online physionet databases [15, 16]: 

• CU files: CU01-CU35. 
• MIT-db files: 100-119, 121-124, 200-203, 205, 207-215, 217, 219-223, 228, 230-

234. 
• MIT-vfdb files: 418-430, 602, 605, 607, 609-612, 614, 615. 

We did not modify or pre-select any of the signals. The MIT-db and MIT-vfdb 
files contain MLII and V5 signals but we only used the MLII signal since our ECG 
sensor is a 2-lead MLII type sensor. The results of the algorithm are represented by 
four parameters as shown in equation 3.  

TP
Se

TP FN
=

+
  TN

Sp
TN FP

=
+

  TP
PP

TP FP
=

+
   

 
TP TN

Acc
TP FP TN FN

+=
+ + +
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• True positive (TP) is the correct classification of a VT or VF signal. 
• True negative (TN) is the correct classification of a normal heart signal. 
• False positive (FP) is the incorrect classification VT/VF while the heart signal is 

normal. 
• False negative (FN) is the incorrect classification of a QRS complex while the 

heart is in a VT/VF state. 

Sensitivity (Se) indicates the capability to detect all occurring VT/VF episodes 
whereas Specificity (Sp) signifies the discriminating quality of the algorithm.  

Positive Predictivity (PP) indicates the probability that a signal epoch classified as 
VT/VF is truly VT/VF. It is a measure for the inconvenience to the patient, since it 
represents the ratio between actual VT/VF arrhythmia and false alarms. Accuracy 
(Acc) specifies all the correct decisions made by the algorithm. 

The output of the algorithm can be QRS, DHA, Asystole, VT/VF or Unknown and 
the time of occurrence. We manually compared the output of the algorithm with the 
physionet ECG annotations. Automatic comparison is not possible since the format of 
the annotation files vary per database. In order to relate the annotations with the 
algorithm output we interpreted the algorithm output as follows: 

• DHA output is classified as TP or FN. The reason being that DHA could be a 
dangerous rhythm. 

• Unknown output is always an incorrect classification which results in FP for a 
QRS signal, and FN for a VT/VF signal. 

• If the physionet annotations define a signal interval as noise, unreadable or 
asystole, the output of the algorithm cannot be classified as TP, FP, TN or FN. 
These heart signals do not contain useful information and therefore not contribute 
to the performance result of the algorithm. 

• Asystole output does also mean that the heart signal does not contain useful 
information. The amplitude of the signal is too low to detect any QRS or 
arrhythmia characteristic. Therefore, this output is not classified as TP, FP, TN  
or FN. 

• The algorithm can only analyse and classify 6 second intervals. If the physionet 
annotation corresponds with the output within this 6-second interval it is used as a 
valid result. 

The results are presented in Table 2. 

Table 2. Performance results 

 CU MIT-vfdb MIT-db Overall 
Sensitivity 95% 91% 100% 97% 
Specificity 96% 96% 99% 98% 
Positive predictivity 81% 85% 65% 73% 
Susceptibility 96% 96% 99% 98% 
Accuracy  95% 96% 99% 98% 
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The overall sensitivity performance of 97% corresponds to the recognition of every 
single VT/VF epoch. But we actually detect 100% of the VT/VF episodes as long as 
they are longer than 6 seconds. If VT/VF episodes are shorter than 6 seconds we do 
not classify them as VT/VF since the heart returns to a normal state and in our 
situation we do not need to raise an alarm. 

The overall specificity of 98% indicates that the algorithm will raise an alarm in 
case of a real VT/VF signal in 98% of the cases. The remaining few cases (2%) 
correspond to unreadable parts of a signal. If the signal is unreadable we should alarm 
the user so that he/she can check the ECG sensor. 

Positive predictivity is not a good indication for the number of false alarms. A 
better indicator would be the amount of false positive classifications compared to the 
official number of QRS epochs. This indicator is called Susceptibility and corresponds 
to the amount of FP classifications during a QRS signal, see equation 4. It is a more 
accurate measure for the number of false alarms. If we apply this equation for our 
algorithm, we achieve 98% susceptibility. 

1
FP

Su
TN

= −  (4) 

5   Integration with the Personal Health Monitor Application 

We integrated the algorithm with the personal health monitor application and tested 
its functionality using the MIT-db, MIT-vfdb and CU databases. The application has a 
demo-mode functionality where pre-recorded (physiobank) ECG files can be 
processed by the health monitor application. The application processes the 
physiobank signals and live ECG data in the same manner. The only difference is that 
in the demo-mode the actual alarm functionality (i.e. sending SMS and call) is 
disabled. In non demo-mode the application generates an alarm to notify the user 
 

     

Fig. 2. Detecting VT/VF and raise an alarm 
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when the algorithm detects a dangerous arrhythmia (i.e. VT/VF, Asystole or DHA). If 
the user does not react in a certain time the application will automatically call and 
SMS pre programmed phone numbers stating the reason of the call and the current 
location of the patient. 

We tested the performance of the algorithm on two different smart phones (I-mate® 
JASJAR, 520MHz processor and i-mate® K-JAM, 195MHz processor). Both smart 
phones are able to process the physionet ECG data files in real-time. Tests with the 
Alive ECG sensor showed no problem processing ECG data in real-time. 

6   Conclusion 

The heart monitoring algorithm implemented for the smart phone is able to detect 
VT/VF, Asystole and dangerous heart activity (DHA) with high sensitivity and 
specificity. We tested the algorithm on full-length signals without any pre-selection of 
VT/VF or normal QRS-complex signals. We achieved 98% accuracy, 97% sensitivity 
and 98% specificity which is an excellent score compared to existing algorithms and 
suitable for the personal health monitor application on the PDA. 

We have also put mechanisms in place to deal with the few false alarms allowing 
the patient to disable the alarm. An ECG signal is recorded automatically as soon as it 
is identified as abnormal which allows further examination by the cardiologist. The 
patient can also start recording if he/she feels an abnormal heart rate or rhythm This 
means that our 24/7 Personal Wireless Heart Monitoring System can adequately be 
used to detect VT/VF episodes. 

Time is a crucial factor when VT/VF is detected. For the patient to have a chance 
to survive VT/VF, a defibrillator should be applied within 5 minutes. Our algorithm 
detects the onset of VT/VF within 6 seconds. It will raise an alarm if another VT/VF 
epoch is detected to avoid false alarms. This means that after 12 seconds of a VT/VF 
onset, emergency services and caregivers are notified via SMS and automatically 
placed phone calls. This will increase the chance that help can be given in time.  

Point of interest is when we want to raise an alarm. An alarm can be raised after 
the first VT/VF detection or additional VT/VF classifications can be required. This 
depends on the situation of the patient. For example, if the patient is in a nursing 
home we could alarm the medical staff as soon as we have a VT/VF epoch detection. 
If the patient lives alone, we would call the emergency services after two 6 second 
VT/VF epochs to reduce false alarms. Whatever the answer is, our application can be 
personalised to suit the situation.  

The next step is to improve the algorithm to detect earlier signs of heart failure and 
other arrhythmia associated with cardiovascular diseases such as Atrial Fibrillation. 
This will allow us to identify signs of an upcoming cardiac arrest or identify 
abnormalities and therefore able to warn the patient or caregiver earlier. 
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Abstract. This work describes a potential solution to the problems caused by 
the heterogeneous nature of the data which may be collected within smart home 
environments.  Such information may be generated at an intra- or inter-
institutional level following laboratory testing or based on in-situ evaluations.  
We offer a solution to this problem in the form of a system/application/format 
independent means of storing such data.  This approach will inevitably support 
the exchange of data within the research community and form the basis of the 
establishment of an openly accessible data repository.  Within this abstract we 
present the outline design of homeML,  an XML based schema for 
representation of information within smart homes and through exemplars 
demonstrate the potential of such an approach.  An example of the typical type 
of software browser required for the data representation is also presented.   

Keywords: Smart environments, heterogeneous data, xml schema, data 
repository. 

1   Introduction 

As the population continues to grow and the percentage of the elderly within the 
population also increases,  there is a growing demand to develop and deploy technical 
solutions within the home environment to support levels of independence.  This has 
the inevitable and indeed desired effect of extending the period of time a person can 
remain in their own living environment prior to the potential need of 
institutionalisation.  It can also offer a positive impact on measures associated with 
quality of life.  Solutions and services which may be deployed can take the form of,  
for example,  remote vital signs monitoring [1], activity tracking [2] and assistive 
technology to control ambient settings [3].  In addition, devices and sensors may have 
the ability to monitor and record a person’s movement within a room,  to asses 
pressure values to gauge if a person is sitting in a specific chair or even in bed,  or 
have the ability to measure the flow of water within the bathroom and kitchen.  These 
types of sensory information are complemented by information from a series of 
specific supporting devices and as such may be considered as the underlying 
technology, upon which services are deployed by healthcare professionals.   
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Given the importance of this domain and the huge benefits to be gained it has 
attracted much attention in the past decade from both commercial,  healthcare and 
research perspectives.  The net result has been the largely independent development 
of a series of specialised services by differing organisations,  resulting in the 
generation of a multitude of data,  which in effect is largely heterogeneous.  Analysis 
of this data,  depicting how users interact with the technology and the environment, 
provides useful information relating to lifestyle trends and how the environment may 
be adapted to improve the user’s experience [4]. 

Taking the issues associated with the heterogeneous nature of the storage and the 
distribution of the data into consideration there is a growing need and indeed 
opportunity within the general smart environment research community to promote the 
development of a cross-system standard to support information exchange and improve 
accessibility to and analysis of the collected data.  Adoption of such an approach 
could be deployed at both intra- and inter-institutional levels.  Historically,  the 
storage and distribution of information related to a person’s activities within smart 
environments has been based on different formats and generally developed on a 
project-by-project basis.  The research presented in this paper seeks to develop an 
XML-based system/application/format independent model, referred to as homeML, 
for representing and exchanging diverse data recorded within a range of service 
scenarios, monitoring devices and in-situ evaluations within the home environment. 

2   Background 

Although research efforts within the domain of smart homes have been prolific in the 
past decade it is becoming increasingly evident that there does not exist any centrally 
and freely available data repository of recorded information or open 
standards/protocols to follow in the acquisition and storage of data in such 
environments.  This may hinder the exchange of data at both intra- and inter- 
organisational levels and its ensuing analysis.  Efforts have been made to address this 
issue for complex physiologic signals through the commonly used PhysioNet resource 
[5].  Another example is the OpenECG portal [6] which aims to promote the 
consistent use of format and communication standards for electrocardiograms.  
Similar resources of this nature would be greatly beneficial within the domain of 
smart environments. 

The issue and need to develop an open standard for the exchange of data should 
not be confused with the already existing standards and protocols which facilitate the 
seamless integration of numerous devices and services within the one environment.  
These efforts have strived to address the problems associated with compatibility 
issues between differing types of devices.  Two of the most prominent standards 
which have emerged within this domain are the Open standards gateway initiative 
(OSGi) [7] and Konnex [8].  The motivation behind these standards has been to make 
all aspects of the deployment of home based technology simpler.  This includes the 
connection of systems,  the transfer of data and the management and provisioning of 
network devices.  It is upon these services that the requirements to specify the 
structure of the data to be stored,  as proposed by homeML,  rests. 
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Efforts have also been focused towards the development of standards to support the 
data exchange of patient information in the form of electronic patient records (EPRs) 
on both intra- and inter-institutional levels.  The most notably work in this domain can 
be found associated with the efforts of HL7 [9].  The mission of HL7 is to create 
standards for the exchange,  management and integration of electronic healthcare 
information.  Since 1997 HL7 has been recognised as the standard for electronic 
exchange of historical and administrative data in health services world wide.  
Although having widespread acceptability such standards do not facilitate the 
establishment of a data structure for data within smart environments,  its recording,  
exchange or storage. 

One of the key technology recommendations within HL7 is the use of the 
eXtensible Markup Language (XML) [10].  XML has gained much attention in recent 
years and of particular relevance has been described as an acceptable means to 
represent biomedical data.  XML has also become a widely established solution for 
the expressing of a syntax for data and the exchange of data via the Internet.  The 
main benefits of employing XML relate to its platform, vendor and application 
independence.  It is also considered to offer an easy to follow hierarchical data 
structure.  Within the general area of home based healthcare monitoring a limited 
number of studies have reported application of this technology.  Wang et al. [11] have 
demonstrated how problems with the exchange of electrocardiogram data can be 
addressed via an open standard development based on XML.  Feki et al. [12] have 
presented models for the development of XML based objects to support interaction 
between modules in environments offering support for those with disabilities.  
Finally,  Ohmori et al. [13] have presented an XML based multimedia data acquisition 
and inquiry system for wearable computers.  Although these studies have been 
successful in their own application domains,  the issues of addressing the needs of a 
truly open standard for the exchange of data within smart environments has not been 
addressed.  Through the use of such a standard it will become possible that all those 
involved within the research domain will have the opportunity to record and store 
their data in a common format which will support the establishment of a web based 
repository which can be freely accessible.  In addition,  flexibility in such a standard 
will allow it to evolve as the needs of users and their further understanding of smart 
environments develops.  It is the applicability of XML to address the problems of data 
representation and storage within smart environments that we explore further in the 
following Sections. 

3   Methods 

As previously stated,  there is a growing need to address the heterogeneity of the data 
generated within smart environments in addition to including necessary information 
such as patient details,  any clinical interventions and details of any vital signs which 
may also have been recorded.  In the first instance we have designed homeML as a 
first attempt to offer a solution for an open standard for the storage and exchange of 
data within smart environments.  Our first step in this process has been to design 
homeML as a series of hierarchical data trees (Figure 1).  We have supplemented this 
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graphical representation with Tables 1 and 2 which describe the elements and 
attributes within the aforementioned models.   

Each smart home starts with a root element SmartHome, which is uniquely 
identified by its attribute homeID.  The main components for each smart home are 
DateRecordCreated, SmartHomeInfo, Room, InhabitantDetails and Comment.  Each 
smart home can only have one set of each component aside from Room elements, of 
which a multiple number are allowed.  It should be noted that, in line with practical 
deployment of smart homes, we have limited this schema to single occupancy only.  It 
is expected that issues pertaining to multiple occupancy will be addressed in 
following versions.  In the following paragraphs we provide a brief description of 
each of the elements included in the tree structure. 

DateRecordCreated contains the date the XML file in question was created.  
SmartHomeInfo contains information on the location, region and details of those 
responsible for the smart home.  This is contained within the elements Address, 
Jurisdiction (regional funding authority), CareProvider (care agency responsible for 
the home) and ContactPerson (individual immediately responsible). This is 
information common to the smart home which does not differ between rooms and is 
important especially in the instances of exchanging data between organisations. 

Room as the name suggests represents a room in the smart home.  There can be a 
number of rooms within the smart home and these are defined using the elements as 
shown in Figure 1.  These elements include details of when the data was recorded 
(DateOfRecording), a RoomDescription (e.g. bedroom, bathroom, kitchen, etc), the 
Floor, which specifies the floor (level) which the room is on. There are two further 
elements which deserve further attention.  The first of these is RoomParam which 
describes the basic make up of the room.  This is represented using five further 
elements which specify the number of doors and windows and the size of the room 
(based on X, Y and Z values), initially we assume a room is square.  The final 
element within Room is the Device, of which there can be any number.  This element 
will hold information relating to devices that are fixed in each room.  Typical 
examples of such devices would be motion detectors,  water flow sensors,  
temperature sensors and door sensors.  The Device is made up of several elements 
which are described in Table 2.   

InhabitantDetails provides personal information relating to the person who is 
living within the home environment and their Care Plan.  Depending on the ethical 
regulations at an institutional level,  varying amounts of this information may be 
considered as optional.  In addition,  from a data exchange perspective,  this 
information will not be made available and will be managed according to each 
institution’s ethical guidelines.  InhabitantDetails also contains AmbulatoryDevices 
which provides details on wearable health systems (e.g. Holter monitors and vital 
signs equipment) that the person may require to monitor their health status.  The make 
up of AmbulatoryDevices (its sub-elements) is similar to that of Device which appears 
as an element of Room.  The subtle differences are the optional elements 
QuantizationResolution (e.g. 1 volt),  and ElectrodePlacement (general area or body 
part where electrode is placed) which replaces the location.  Finally,  Comment as the 
name suggests can contain non-specified information about the file.  
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Table 1. Description of SmartHome element based on the hierarchical representation of 
homeML in Figure 1 

SmartHome The root element for XML based smart home data 
Element/ 
Attribute 

Description Required/ 
Optional 

Data type Example 

homeID A unique 
identifier for the 
SmartHome 

Required Integer 23165146 

DateRecordCreated The creation date/ 
time of the record 

Required Date 2007/01/
10T12:30:00 

SmartHomeInfo General 
information about 
the Smart home 

Required Requires 
element 

description 

 

InhabitantDetails Personal 
information on 
inhabitants 

Required Requires 
element 

description 

 

Room Definition of a 
room within the 
smart home 

Required Requires 
element 

description 

 

Comment Additional 
comments about 
the smart home 

Optional String Monitors 
glucose level  
and temp. 

Table 2. Description of Device element based on the hierarchical representation of homeML in 
Figure 1 

Device The Device element for XML based smart home data 
Element/Attribute Description Required/ 

Optional 
Data type Example 

deviceID A unique device 
identifier 

Required Integer 13165146 

Description General 
description of the 
device 

Optional String The device 
measures the 
room temp. 

DeviceLocation 
   XPos 
   YPos 
   ZPos 

Details the 
absolute 
coordinates of the 
device 

Optional  
float 
float 
float 

 
4.5 
1.9 
6.2 

DeviceType Details the type 
of device 

Required String Temp 
Sensor 

Units Measurement unit Required String Celsius 
RealTimeInfo 
   runID 
   SampleRate 
   StartTime 
   EndTime 

Specifies sample 
rate, as well as 
start and end time, 
identified by the 
runID attribute 

Optional  
int 
float 
Date 
Date 

 
25341 
10.1 
 

Event 
   eventID 
   TimeStamp 
   Data 

Describes an 
event from the 
device 

Optional  
int 
Date 
String 

 
64721 
 
175 
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Fig. 1. Hierarchical representation of homeML as a series of Tree diagrams 
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4   Evaluation of the Model 

Based on the design of homeML we have now produced the first version of the XML 
based schema.  With this it is now possible to deploy a common standard at both 
intra- and inter-institutional levels for the recording of information collected within 
smart environments (either laboratory based experiments or real living environments)  
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<div class="moz-text-flowed" style="font-family: -moz-fixed"><?xml version="1.0" encoding="UTF-8"?>
<SmartHome xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance" 
xsi:noNamespaceSchemaLocation="homeML-v1.0.xsd" homeID="10000010">
<DateRecordCreated>2007-01-04T12:30:00.05</DateRecordCreated>
<SmartHomeInfo>

<Address>16J27 </Address>
<Jurisdiction>Community and Hospitals Trust</Jurisdiction>
<CareProvider>Medical science</CareProvider>
<ContactPerson>Dr. Martin</ContactPerson>

</SmartHomeInfo>
<Room roomID="301">

<DateOfRecording>2007-01-04T16:35:45.27</DateOfRecording>
<RoomDescription>bed room</RoomDescription>
<RoomParam>

<NumWindows>2</NumWindows>
<NumDoors>1</NumDoors>
<XDimension>12</XDimension>
<YDimension>10</YDimension>
<ZDimension>2.5</ZDimension>

</RoomParam>
………………………….
………………………….
………………………….
</SmartHome>
</div>

Figure (a)

Figure (b)  

Fig. 2. Overview of homeML concepts (a) excerpt of exemplar data based on the homeML 
XML schema (b)  visions of prototype homeML browser to support data representation 
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which will facilitate the open exchange of data and will assist in moving one step 
closer towards the development of a common data repository for use by the entire 
research community.  To facilitate uptake of this approach we will make available,  
through a series of web based resources,  the XML schema along with documentation 
providing guidance on use and steps to follow to make recommendations for changes 
to the current version (http://trail.ulster.ac.uk/HomeML/).   

In addition to providing the schema for homeML we are also planning to make 
available a suite of open source tools to assist users in exploiting the general concepts.  
In the first instance this will take the form of a viewer or browser which will provide a 
means to display the data recorded.  Figure 2 provides an example of our vision for 
the development of such a tool.  Figure 2 (a) provides an exemplar of an excerpt of 
data according to the homeML schema.  Figure 2 (b) provides a prototype 
representation of how we envisage the homeML browser to be represented.  On the 
left hand side we can view the tree structure (which can be mapped to our design in 
Figure 1).  This can be expanded and collapsed at any level.  The interface on the 
right hand side will have the ability to represent the layout of the room,  the devices 
which have been included in the room and also to plot any time series data which may 
have been recorded.  In this example,  the browser is providing a means to plot 
temperature values within the room.  

5   Conclusion 

The ability to embed sensors within the home environment coupled with the 
increasing prevalence of wearable health care solutions for vital signs monitoring 
offers huge potential to unobtrusively monitor the activities of a person within their 
home environment and subsequently adapt the environment to offer a personalised 
living space.  The types of devices/sensors/services which may be present within the 
home environment and the data they generate vary widely.  It has been the aim of the 
current study to address the problems caused by the heterogeneous nature of the data 
generated within smart homes through the development of an open standard for data 
storage and exchange.  These developments have been realised through the 
presentation of homeML,  an XML based schema.  This approach provides a common 
platform for the exchange of data in addition to offering suggestions for an 
environment for representation of the data through the proposed open source 
homeML browser.  Developments are currently underway to develop the first version 
of this open source browser. 

Access to the homeML source files will be made available through web based 
resources (http://trail.ulster.ac.uk/HomeML/) or can be obtained directly by 
contacting the authors of the paper.  With this we hope to inform the community of 
these developments and maintain the user-driven notion of using XML.  Finally, it is 
our intention,  in the first instance,  to secure collaborations with a small number of 
organisations who would be willing to evaluate the concepts of homeML and begin to 
establish a repository which would become widely available within the general 
research community.  This will allow us to ascertain if homeML in its current form 
contains all the necessary information required to support meaningful analysis of 
persons within smart home environments. 
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Abstract. This paper formalizes three kinds of safety to be satisfied by
networked appliances and services in the emerging home network system
(HNS). The local safety is defined by safety instructions of individual
networked appliances. The global safety is specified as required prop-
erties of HNS services, which use multiple appliances simultaneously.
The environment safety is derived from residential rules in home and
surrounding environments. Based on the safety defined, we propose a
modeling/validation framework for the safety. Specifically, we first intro-
duce an object-oriented modeling technique to clarify the relationships
among the appliances, the services and the home (environment) objects.
We then employ the technique of Design by Contract with JML (Java
Modeling Language), which achieves systematic safety validation through
testing.

1 Introduction

The recent ubiquitous/pervasive technologies allow general household appliances
to be connected within the network at home. The home network system (HNS, for
short) is comprised of such networked appliances to provide various services and
applications for home users[7]. The great advantage of HNS lies in integrating (or
orchestrating) features of multiple appliances, which yields more value-added and
powerful services. We call such services HNS integrated services. For example,
integrating a TV, a DVD player, lights, sound-systems and curtains implements
a DVD Theater service, which allows a user to watch movies in a theater-like
atmosphere just within a single operation.

In developing and providing a HNS integrated service, the service provider
must guarantee that the service is safe for inhabitants, house properties and their
surrounding environment. In the conventional situations where a user operates
(non-networked) appliances one-by-one, the safety has been assured manually
by the human user. That is, every user is supposed to follow safety instructions
typically described in a user manual.
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On the other hand, as for the HNS integrated services, we have to consider
the safety more carefully. Since the service is typically implemented as a software
application, appliances are often operated automatically by the application, but
not by the human user. Also, one integrated service operates multiple appliances,
which yields global dependencies among different appliances. Moreover, since
multiple integrated services can be executed, unexpected functional conflicts
may occur among the services. Thus, a single fault in the service application
can cause serious accidents to the user. Unfortunately, no solid study has been
reported for the safety of HNS integrated services.

In order to achieve the safety within the HNS integrated services systemati-
cally, this paper formalizes three kinds of safety: (a) local safety, (b) global safety,
and (c) environment safety. The local safety is defined by the safety instructions
of individual networked appliances. The global safety is specified as required
properties of HNS services, which use multiple appliances simultaneously. The
environment safety is prescribed as residential constraints and rules in home and
surrounding environments.

Based on the safety formulated, we then propose a modeling/validation frame-
work. Specifically, we introduce an object-oriented modeling technique to clarify
the relationships among the appliances, the services and the home (environ-
ment) objects. We then employ the technique of Design by Contract [6] with
JML (Java Modeling Language) [3,9]. The properties of local, global and envi-
ronment safety are represented as JML contracts, and embedded in Java source
code of the appliance, the service and the home objects, respectively. Finally,
the safety properties are validated through testing using related testing tools.
Assuring safety is a crucial issue to guarantee high quality of life in smart home.
We believe that the proposed framework provides a systematic approach to the
safety assurance in the context of pervasive computing in smart home.

2 Preliminaries

2.1 Home Network System

A home network system (HNS) consists of one or more networked appliances
connected within a LAN at home. In general, each appliance has a set of appli-
cation program interfaces (i.e., APIs), by which the users or external software
agents can control the appliance via the network. A HNS typically has a home
server, which manages all the appliances in the HNS. Services and applications
are installed on the home server. A HNS integrated service operates different
multiple appliances together, and achieves a sophisticated and value-added ser-
vice. An integrated service is implemented as a software application that invokes
APIs of the appliances. It is supposed to be installed in the home server.

2.2 Example of HNS Integrated Services

We here introduce four example scenarios of HNS integrated services.
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Public   DVDTheaterService {
DigitalTV     tv = new DigitalTV();

DVDPlayer  dvd = new DVDPlayer();
SoundSystem  sound =new SoundSystem();
Light   light = new Light();

Curtain  curtain = new  Curtain();

tv.on(); /* Turn on TV */
tv.setVisualInput(‘DVD’);

dvd.on(); /* Turn on the DVD Player */

dvd.setSoundOutput(‘5.1’);

sound.on(); /* Turn on the Sound System */

sound.setInputSource(‘DVD’);
sound.setVolumeLevel(25);

curtain.closeCurtain(); /*  Close curtain  */

light.setBrightnessLevel(1); /*  Minimize brightness  */

tv.playTv(); /*  Play TV   */

dvd.playDvd(); /*  Play DVD  */
}

Fig. 1. DVD theater service

[SS1: DVD Theater Service] Integrating a TV, a DVD player, a sound sys-
tem, a light and a curtain, this service automatically sets up the living room in a
theater configuration. Upon a user’s request, the TV is turned on with the DVD
input, the curtains are closed, the sound system is configured for 5.1ch mode,
the light becomes dark, and finally the DVD player plays back the contents.

[SS2: Relax Service] Integrating a DVD player, a sound system, a light, an
air-conditioner, and an electric kettle, this service helps a user relax in the living
room. When the user starts the service, the DVD player is turned on with a music
mode, a 5.1ch speaker is selected with an appropriate sound level, the brightness
of the light is adjusted, the air-conditioner is configured with a comfortable
temperature, and the kettle is turned on with a boiling mode to prepare hot
water for coffee.

[SS3: Shower Service] Integrating a gas-boiler, a shower valve and an air-
conditioner in the bathroom, this service provides a comfortable setting for tak-
ing shower. Upon the service request, the gas-boiler is turned on with a preset
water temperature. When the user enters the bathroom, the shower valve is au-
tomatically opened to turn on the shower. Also, the air-conditioner is turned on
to keep the user warm.

[SS4: Cooking Preparation Service] Integrating a gas-valve, a ventilator,
a roaster and a kitchen light, and an oven, this service automatically sets up
the kitchen configuration of preparing for cooking. When requested, the kitchen
light is turned on, the gas-valve is opened, the ventilator is turned on, and the
pre-heating of the oven is started.

Fig. 1 shows a Java-like pseudo code which implements the scenario SS1 of
DVD Theater service. In the figure, X.Y() means the invocation of API Y() of
appliance X.
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3 Formalizing Safety of HNS Integrated Services

3.1 Safety of HNS

For a HNS integrated service, we define the safety in the broad sense as follows.

Definition 1 (safety in broad sense). A HNS integrated service s is safe
iff s is free from any condition that can cause [injury or death to home users
and neighbors], or [damage to or loss of home equipments and the surrounding
environment].

Our long-term goal is to establish a solid framework that guarantees the safety
in Definition 1. In general however, it is quite difficult to achieve the 100%
safety. Hence, the safety is often evaluated by means of risk. Thus, to assure
the safety to a considerable extent, a set of conditions or guidelines minimizing
the risk (called, safety properties) are usually considered [2]. In the following
subsections, we investigate the safety properties specific to the domain of the
HNS and the integrated services.

3.2 Local Safety Properties for Individual Appliances

For every electric appliance, the manufacturer of the appliance prescribes a set
of safety instructions for proper and safe use of the appliance. Conventionally,
these instructions have been designated for human users. However, in the HNS
integrated service, the instructions must be guaranteed within the software. For
instance, the following shows a safety instruction for an electric kettle.

L1: Do not open the lid while the water is boiling, or there is a risk of
scald.

Any integrated service using the kettle (e.g., SS2 in Section 2.2) must be
implemented so that the service never opens the lid while the kettle is in the
boiling mode. Other safety instructions include the installation issues. That is,
every appliance must be installed in a proper environment described by its spec-
ification, including power voltage, rated current, power consumption, allowable
temperature and humidity, etc.

Note that the safety instructions are a set of properties that are locally spec-
ified for each appliance. Thus we regard them as local safety properties. We
assume that the local safety properties for an appliance are determined by the
vendor of the appliance.

3.3 Global Safety Properties for Integrated Services

Since an integrated service orchestrates different multiple appliances simultane-
ously, it is necessary to consider global properties over the multiple appliances.
For instance, SS3:Shower Service in Section 2.2 should guarantee the following
safety property to prevent the user from getting scald or heart attack.
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G1: When the service turns on the shower valve, the water temperature
of the gas-boiler must be between 35 and 45 degree.

The next example shows a safety property for SS4:Cooking Preparation Ser-
vice, which avoids carbon monoxide poisoning.

G2: While the gas valve is opened, the ventilator must be turned on.

Note that each of the properties is globally specified over multiple appliances.
These global safety properties are usually service-specific, and are not covered
by the local safety properties of individual appliances. Therefore, we suppose
that the global safety properties are carefully specified by the provider of the
integrated service.

3.4 Environment Safety Properties for House

In general, each house has a set of residential rules for inhabitants and neighbors
to make a safe living. Since the integrated services give various impacts against
the surrounding environment (including the room, the building, the neighbors,
etc), the services must be safe against the environment by conforming to the
residential rules. For instance, most house has a capacity of electricity, which
yields the following safety property.

E1: The total amount of current used simultaneously must not exceed
30A.

Also for emergency, the following safety property should be concerned.

E2: Do not lock doors and windows in case of fire.

The following property may be derived from community rules.

E3: Do not make loud voice or sound after 9 p.m.

We assume that these safety properties are derived from the residential rules,
including the house manual, the emergency procedure, community rules and
policies, etc. We call such properties environment safety properties. Note that
the environment safety properties are specified independently of appliances or
services deployed in the HNS.

3.5 Safety Definition of HNS Integrated Services

Based on the discussion above, we define three kinds of safety as follows.

Definition 2 (safety of integrated service). Let s be a given integrated
service, and

– let App(s) = {d1, d2, ..., dn} be a set of networked appliances used by s,
– let LocalProp(di) = {lpi1, lpi2, ..., lpim} be a set of local safety properties

derived by the safety instructions of di,
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– let LocalProp(s) = ∪di∈App(s)LocalProp(di),
– let GlobalProp(s) = {gp1, gp2, ..., gpk} be a set of global safety properties

prescribed by s,
– let EnvProp(s) = {ep1, ep2, ..., epl} be a set of environment safety properties

derived from the environment where s is provided. Then,

Local Safety: s is locally safe iff s satisfies all properties in LocalProp(s).
Global Safety: s is globally safe iff s satisfies all properties in GlobalProp(s).
Environment Safety: s is environmentally safe iff s satisfies all properties in

EnvProp(s).
Safety: We say that s is safe iff s is locally, globally and environmentally safe.

We are now ready to formulate the safety validation problem.

Definition 3 (safety validation problem)

Input: A HNS h, an integrated service s, LocalProp(s), GlobalProp(s), and
EnvProp(s).

Output: A verdict whether s is safe or not within h.

4 Object-Oriented Modeling for Safety Validation

To conduct the safety validation problem systematically, this section presents
an object-oriented model for the HNS and integrated services. Every networked
appliance has the internal state (power status, driving mode, etc.) and the op-
erational interfaces (i.e., APIs). Hence, it is reasonable to model each appliance
as an object consisting of attributes and methods. Previously [5,8], has developed
an object-oriented model for networked appliances. In addition to the appliance
object, here we newly introduce a service object for the integrated service and a
home object for the home environment.

Fig. 2 shows the overview of the proposed model described as a UML class di-
agram. The model mainly consists of three kinds of objects (classes): Appliance,
Service, and Home. As specified in the diagram, these classes forms the following
relationships: [R1: a Home has multiple Appliances], [R2: a Home has multiple
Services], and [R3: a Service uses multiple Appliances]. These relationships
match well the intuition of the HNS and integrated services.

4.1 Appliance Object

An appliance object models a networked appliance. The proposed model involves
a super class Appliance and concrete appliance classes that inherit Appliance.
The Appliance aggregates attributes and methods commonly contained in any
kinds of electric appliances. It also has a Specification, which stores static
specification information such as power voltage, rated current, size, allowable
temperature and humidity. Typical methods involve the power switch (on(),
off()), acquisition of current power consumption (getCurrentConsumption()),
and query for the specification (getApplianceSpecification()).
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+setBrightnessLevel()
+getLightStatus()

-brightnessLevel

Light

+on()
+off()
+getApplianceSpecification()
+getCurrentConsumption()
+getPowerStatus()

-applianceName
-applianceSpecification
-applianceCurrentElectricStatus
-powerStatus

Appliance

+startService()
+cancelService()
+pauseService()
+resetService()

-serviceNum
-workingState

Service

+getCurrentStatus()
+getEnvironmentRequirement()

-environmentRequirment
-currentEnvironment

Home

+getAppliancePowerSupplyRequirement()
+getApplianceEnviromentyRequirement()

-appliancePowerSupplyRequirement
-applianceEnvironmentRequirement

Specification

<<USES>>

+callService()
+getTheateSerStatus()

-dvdSoundLevel
-soundMusicMode
-tvChannel
-:

DVDTheaterService

+callService()
+getRelaxSerStatus()

-dvdInputSource
-soundMusicMode
-kettleMode
-:

RelaxService

+callService()
+getCookSerStatus()

-windLevel
-LightBrightnessLevel
-:

CookingPreparationService

+callService()
+getShowerSerStatus()

-beginTime
-waterTemperature
-:

ShowerService

+setWaterTempreature()
+setStartTime()
+setEndTime()
+getHotWaterSystemStatus()

-waterTemperature
-startTime
-endTime

HotWaterSystem

+setOnTime()
+setOffTime()
+setWindLevel()
+setTemperature()
+setWorkingMode()
+getBathAirConStatus()

-onTime
-offTime
-windLevel
-temperature
-mode

BathAirConditioner

+selectChannel()
+selectVolumeLevel()
+setSoundInputMode()
+setSoundOutputMode()
+setVisualInputMode()
+setVisualOutputMode()
+playTv()
+stopTv()
+PauseTv()
+upChannel()
+downChannel()
+upVolume()
+downVolume()
+getTvStatus()

-channel
-volumeLevel
-soundInputMode
-soundOutputMode
-visualInputMode
-visualOutputMode
-workingStatus

DigitalTV

+setOnTime()
+setOffTime()
+setWindLevel()
+getVentilatorStatus()

-windLevel
-onTime
-offTime

Ventilator

+setInputSource()
+setSoundOutputMode()
+setVisualOutoutMode()
+setVolumeLevel()
+playDvd()
+stopDvd()
+pauseDvd()
+fastForward()
+fastRewind()
+upVolume()
+downVolume()
+getDvdStatus()

-volumeLevel
-workingStatus
-inputSource
-palySpeed
-soundOutputMode
-visualOutputMode

DVDPlayer

+setMusicMode()
+setVolumeLevel()
+setInputSource()
+playMusic()
+stopMusic()
+pasueMusic()
+upVolume()
+downVolume()
+getSoundSystemStatus()

-musicMode
-volumeLevel
-soundInputSource
-workingStatus

SoundSystem

+setWorkingMode()
+setTemperature()
+openLid()
+closeLid()
+getKettleStatus()

-temperature
-lidStatus
-heatingMode

ElectricKettle

+openGas()
+closeGas()
+getGasStatus()

-workingStatus

GasValve +setOnTime()
+setOffTime()
+setWindLevel()
+setTemperature()
+setWorkingMode()
+getAirConStatus()

-onTime
-offTime
-windLevel
-temperature
-mode

AirConditioner

+setSpeed()
+closeCurtain()
+openCurtain()
+getCurtainStatus()

-speedLevel

Curtain

Fig. 2. Object-oriented model of HNS

On the other hand, operations specific to each kind of appliance are speci-
fied in the individual sub-classes. Such methods include TV.selectChannel(),
DVD.playDvd() and Kettle.openLid(). When a method of an appliance is ex-
ecuted, values of some attributes are changed, which updates the current state
(i.e., the tuple of the current values of all attributes) of the appliance. Preferably,
every appliance should have a mothod such as TV.getTvStatus() so that the
current state can be referred by external objects.

4.2 Service Object

A service object models an integrated service, which uses several appliance ob-
jects depending on contents of the service. Similar to Appliance, there is a su-
per class Servicewhich aggregates common operations such as startService()
and cancelService(). The concrete service scenarios are specified in sub-classes
that inherit Service. For instance, DVDTheaterService (see SS1 in Section 2.2)
uses appliances DigitalTV, DVDPlayer, SoundSystem, Light, and Curtain.

4.3 Home Object

A home object models the house that involves environmental attributes, which
is represented as a singleton object Home. The attributes of Home include the
current energy consumption, sound level, brightness, temperature and humidity.
We assume that these attributes can be obtained or computed from the current
states of appliances and services. For instance, the current temperature is sup-
pose to be obtained via Home.currentEnvironment.getTemperature(). The
current electricity consumption is supposed to be computed from specifications
and states of appliances that are currently on.
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5 Safety Validation Framework with Design by Contract

5.1 Key Idea: Using Design by Contract (DbC)

In order to achieve the safety validation, we apply a software design strategy,
called design by contract (DbC, for short) [3,6], to the object-oriented model
presented in Section 4. For a given program, the DbC describes properties, con-
ditions and invariants as a set of contracts between calling and called objects.
The contracts are verified during runtime of the program under testing. During
the execution, if a contract is violated, an exception is thrown or an error is
reported. There are three kinds of contracts in the DbC.

Pre-Condition: A pre-condition of a method m is a condition that must be
satisfied before executing m, which characterizes a premise of m.

Post-Condition: A post-condition of a method m is a condition that must be
satisfied after executing m, which characterizes a consequence of m.

Class Invariant: A class invariant of a class c is a condition that must be guar-
anteed (i.e., kept unchanged) no matter which methods in c are executed.

Our key idea is to cope with the safety validation problem (see Definition 3)
by first describing LocalProp(s), GlobalProp(s) and EnvProp(s) as the DbC
contracts, and then embedding them into the proposed object-oriented model.
For this, we must consider carefully which object (Appliance, Service, or Home)
should be responsible for LocalProp(s), GlobalProp(s) and EnvProp(s).

5.2 Describing Local Safety Properties

Since the local safety properties are defined for individual appliance, Appliance
or its sub classes should be responsible for LocalProp(s). For instance, the local
safety property L1 in Section 3.2 should be specified in ElectricKettle class,
which can be encoded as the following contract:

Contractor: ElectricKettle.openLid() method
Pre-condition: heatingMode != ’boiling’
Post-condition: lidStatus == ’open’ && heatingMode!=’boiling’

The pre-condition is saying that; any service that executes the method Electric
Kettle.openLid() must assure the kettle is not in the boiling status before
executing the method. On the other hand, the post-condition prescribes that;
the method must be implemented so that when completed, the lid is opened
and the status does not change to boiling mode. Once the contract is broken, an
exception is thrown to the HNS to conduct an appropriate action.

5.3 Describing Global Safety Properties

The global safety properties depend on the contents of each integrated service.
Hence, it is reasonable to specify GlobalProp(s) as DbC contracts in Service or
its sub classes. For example, the global safety property G2 in Section 3.3 can be
encoded as the following contract embedded in CookingPreparationService:
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Contractor: CookingPreparationService class
Class Invariant: GasValve.workingStatus==’open’

->Ventilator.powerStatus==’ON’

The above contract prescribes a condition that; at any time when the gas valve
is opened, the ventilator must be turned on. This contract is a class invariant,
which must be guaranteed no matter what operations are executed within the
integrated service.

5.4 Describing Environment Safety Properties

Since the environment safety properties are derived from residential issues, Home
class should be in charge of EnvProp(s). For instance, the environment safety
property E1 in Section 3.4 can be encoded as follows:

Contractor: Home class
Class Invariant:

home.currentEnvironment.getTotalConsumption()<=30

The method getTotalConsumption() is supposed to return the current total
consumption of electricity, which is computed from the appliances that are being
turned on. This contract is also an invariant, which must be assured whatever
services or appliances are operated.

5.5 Implementing Safety Validation by JML

If the proposed model is implemented in the Java language, we can use the
JML (Java Modeling Language) [3,9] extensively for implementing the safety
validation. The JML is a specification language that can be used to describe
the DbC contracts in the form of Java comments, called JML annotations. The
source code with the JML annotations is compiled by the JML compiler into in-
strumented bytecode implementing assertion-based checking routines of the DbC
contracts.

Fig. 3 shows a JML annotation describing the contract mentioned in Section
5.2. In the figure, the contract is described as the annotation just above the
method openLid(). The line starting with requires (or ensures) represents
the pre-condition (or post-condition, respectively) of the contract. The word
spec public is for exporting the subsequent attribute to be used in the JML
annotation.

Fig. 4 depicts the proposed framework of the safety validation. For given
implementations of the appliance, service and home objects, a validator first
describes safety properties to be validated in the JML annotation. Next, the
annotated source codes are automatically compiled into instrumented bytecodes
with the JML compiler. The validator also generates test suites against the HNS
and the integrated services. For this, the validator develops the suites based on
the logic and parameter values either manually or using test-case generation tools
(e.g., TOBIAS [1,4]). Finally, the instrumented bytecodes are validated against
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public class ElectricKettle {
  private /*@spec_public@*/ LidStatus  lid;
  private /*@spec_public@*/ HeatingMode hstate;
...
// JML Contract for openLid() [L1]
/*@ requires hstate != “boiling” ;
  @ ensures  lid = “open” && hstate != “boiling”;
  @*/
  public void openLid() {
    ... // Implementation
  }
...
}

Fig. 3. Safety description as JML contract (L1)

Fig. 4. Procedure of safety validation for HNS

the generated test suites by the test driver. During the test, if any JML contract is
broken, the test fails. The testing can be automated using any testing framework,
e.g., JUnit [10]. Thus, the safety validation for the local, global and environment
properties is achieved. Note that quality and efficiency of the validation process
deeply depend on the test suites. Generating good test suites is beyond this paper
and left for our future work.

6 Conclusion

In this paper, we have formalized the concept of safety in the context of HNS
integrated services. Three kinds of safety are defined: local safety, global safety
and environment safety. We have then proposed an object-oriented model and
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safety validation framework based on the DbC with JML. The properties of
the local, global and environment safety are described as DbC contracts embed-
ded in Appliance, Service and Home objects, respectively. Thus, the proposed
framework can assist the HNS service vendors to develop safe integrated services,
systematically.

In the future work, we will conduct experimental evaluation of the safety
validation against the actual HNS. We also plan to examine effective test case
generation techniques in the context of the HNS integrated services. The safety
validation counting the feature interaction problem is also a challenging issue
for our future research.
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Abstract. This paper implements the Multi-Modal Instruction Agent (hereinaf-
ter, MMIA) including a synchronization between audio-gesture modalities, and 
suggests improved fusion and fission rules depending on SNNR (Signal Plus 
Noise to Noise Ratio) and fuzzy value, based on the embedded KSSL (Korean 
Standard Sign Language) recognizer using the WPS (Wearable Personal Sta-
tion) and Voice-XML. Our approach fuses and recognizes the sentence and 
word-based instruction models that are represented by speech and KSSL, and 
then translates recognition result that is fissioned according to a weight decision 
rule into synthetic speech and visual illustration (graphical display by HMD-
Head Mounted Display) in real-time. In order to insure the validity of our ap-
proach, we evaluate performance with the average recognition rates and the 
recognition time of MMIA. In the experimental results, the average recognition 
rates of the MMIA for the prescribed 65 sentential and 156 word instruction 
models were 94.33% and 96.85% in clean environments, and 92.29% and 
92.91% were shown in noisy environments. In addition, the average recognition 
time is approximately 0.36 ms in given both environments. 

1   Introduction 

Current literature on multimodal interaction describes the potential of multimodality 
in terms of increased adaptability, robustness and efficiency, as well as a multi-modal 
HCI application takes advantage of the multi-sensory nature of humans. To name only 
a few examples, many original PDAs or the hand-held devices are referred to the 
graphical, textual, auditory information and the control sequences (such as 
movements of the computer mouse and selections with the touch-screen), and Multi-
modal systems proved to be a viable aid for visually impaired users, an alternative to 
WIMP (Windows, Icon, Menu, and Pointer) interfaces in mobile computing, or an 
entertaining extension of computer games. In addition, Grasso et al. point out the 
potential of combining the advantages of direct manipulation and speech interaction 
[1], [2]. Namely, in the desktop PC and wire communications net-based traditional 
computer science and HCI, according as the user interface referred to the graphical, 
textual, auditory information and the control sequences (such as movements of the 
computer mouse and selections with the touch-screen), generally they have some 
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restrictions and problems such as conditionality on the space, limitation of motion and 
so on. However, the next generation HCI for more advanced and personalized PC 
system such as wearable computer and PDA based on wireless network and wearable 
computing, may require and allow new interfaces and interaction techniques such as 
tactile interfaces with haptic feedback methods, and gesture interfaces based on hand 
gestures, or mouse gestures sketched with a computer mouse or a stylus, to serve 
different kinds of users. Namely, for perceptual experience and behavior to benefit 
from the simultaneous stimulation of multiple sensory modalities that are concerned 
with human’s (five) senses, fusion and fission technologies of the information from 
these modalities are very important and positively necessary.  

Consequently, we implement MMIA including synchronization between audio-
gesture modalities by coupling the WPS-based embedded KSSL recognizer with a 
remote Voice-XML user, for improved multi-modal HCI in noisy environments. In 
contrast to other proposed multi-modal interaction approaches, our approach is unique 
in two aspects: First, because the MMIA provides different weight and a feed-back 
function in individual (speech or gesture) recognizer, according to SNNR and fuzzy 
value, it may select an optimal instruction processing interface under a given situation 
or noisy environment, and can allow more interactive communication functions in 
noisy environment. Second, according as the MMIA fuses and the sentence and word-
based instruction models that are represented by speech and KSSL, and then translates 
recognition result, which is fissioned according to a weight decision rule into syn-
thetic speech and graphical display by HMD-Head Mounted Display in real-time, it 
provides a wider range of personalized information more effectively.  

This paper is organized as follows. In section 2, we describe the WPS-based em-
bedded KSSL recognizer for ubiquitous computing. In section 3, we describe briefly 
web-based speech recognition and synthesis using Voice-XML. In section 4, we in-
troduces improved the fission depending on a weight decision rule for simultaneous 
multi-modality, and suggests the MMIA including synchronization between audio-
gesture modalities. In section 5, we evaluate and verify suggested the MMIA with 
experimental results for prescribed the instruction models. Finally, this study is sum-
marized in section 6, together with an outline of challenges and future directions. 

2   WPS-Based Embedded KSSL Recognizer 

For the WPS-based embedded KSSL recognizer, we used 5DT company's wireless 
data gloves and Fastrak® which are popular input devices in the haptic application 
field, and utilized blue-tooth module for the wireless sensor network [3]. The struc-
tural motion information of each finger in the data glove are captured by f1=thumb, 
f2=index, f3=middle, f4=ring and f5=little in a regular sequence. Each flexure value has 
a decimal range of 0 to 255, with a low value indicating an inflexed finger, and a high 
value indicating a flexed finger. In addition, the Fastrak® is a solution for the position / 
orientation measuring requirements of applications and environments, and is a 3D digi-
tizer and a quad receiver motion tracker, making it correct for a wide range of applica-
tions requiring high resolution, accuracy, and range. By computing the position and 
orientation of a small receiver as it moves through space, it provides dynamic, real-time 
measurements of position (X, Y, and Z Cartesian coordinates) and orientation (azimuth, 
elevation, and roll). Also, it provides 4ms latency updated at 120 Hz, gesture data is 
transmitted via RS-232 and blue-tooth module to the host at up to 115.2 K Baud, and 
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uses patented low-frequency magnetic transducing technology, there’s no need to main-
tain a clear line-of-sight between receivers and transmitters. [4]. 

In addition, the wearable computer is a small portable computer designed to be worn 
on the body during use. The wearable computer differs from PDAs, which are designed 
for hand-held use, although the distinction can sometimes be blurry. In this paper, as the 
WPS (a wearable platform for the next-generation PC), the i.MX21 test board was se-
lected, which is a next-generation PC platform in the Rep. of Korea, for application to 
our system. The i.MX21 test board consists of an ARM926EJ-S (16KB I-Cache, 
16KB D-Cache) CPU, and includes ARM Jazelle technology for Java acceleration 
and MPEG-4 and H.263 encode/decode acceleration. The i.MX21 application proc-
essing block diagram is shown in Fig. 1 [5]. 

 

Fig. 1. The i.MX21 application processing block diagram 

2.1   Feature Extraction and Recognition Models Using RDBMS 

KSSL, used by the deaf community in the Rep. of Korea, is a complex visual-
spatial language that uses manual communication instead of sound, to convey 
meaning, by simultaneously combining hand shapes, orientation and movement 
of arms or body, and facial expressions to fluidly express a speaker's thoughts [6]. 
Because KSSL is very complicated, and consists of considerable numerous ges-
tures, and motions, it is impossible to recognize all dialog components used by 
the hearing-impaired. Therefore, we selected 32 basic KSSL motion gestures and 
28 hand gestures connected with a travel information scenario, according to "Ko-
rean Standard Sign Language Tutor (KSSLT) [7]". KSSL motion gestures and 
hand gestures are classified by an arm’s movement, hand shape, pitch and roll 
degree. Consequently, we constructed 65 sentential and 156 word instruction 
models by coupling KSSL hand gestures with motion gestures that are referred to 
KSSLT. In addition, for a clustering method to achieve efficient feature extraction 
and construction of training / recognition models based on distributed computing, 
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we utilize and introduce an improved RDBMS (Relational Data-Base Manage-
ment System) clustering module, which has the capability to recombine data items 
from different files, providing powerful tools for data usage [8], [9].  

2.2   KSSL Recognition Using Max-Min Composition of Fuzzy Relation 

As the fuzzy logic for KSSL recognition, we applied trapezoidal shaped membership 
functions for representation of fuzzy numbers-sets, and utilized the fuzzy max-min 
composition.  

][ ))zy(μ,)yx,(μ(Min
y

Max)zx,(

C,B)z,y(,BA)y,x(or        F

SRRSμ , =

×∈×∈

•
 

(1)

 

Two fuzzy relations R and S are defined in sets A, B and C (we prescribed the accu-
racy of hand gestures and basic KSSL gestures, object KSSL recognition models as 
the sets of events that occur in KSSL recognition with the sets A, B and C). That is, R 
⊆ A × B, S ⊆ B × C. The composition S·R = SR of two relations R and S is ex-
pressed by the relation from A to C, and this composition is defined in Eq. (1) [10], 
[11]. S·R from this elaboration is a subset of A×C. That is, S·R⊆A×C.  If the relations 
R and S are represented by matrices MR and MS, the matrix MS•R corresponding to S·R 
is obtained from the product of MR and MS; MS•R = MR·MS. The matrix MS•R represents 
max-min composition that reason and analyze the possibility of C when A occurs, and 
it is also given in Fig. 2.  

 

Fig. 2. Composition of fuzzy relation 

WPS-based embedded KSSL recognizer calculates and produces a fuzzy value 
from the user's dynamic KSSL via a fuzzy reasoning and composition process, and 
then decides and recognize user's various KSSL according to produced fuzzy value. 
The flowchart of KSSL recognizer is shown in Fig. 5 (in section 4) together with an 
outline and flow-chart of the MMIA. 

3   Speech Recognition and Synthesis Using Voice-XML 

Voice-XML is the W3C's standard XML format for specifying interactive voice dia-
logues between a human and a computer. For ASR-engine in architecture of W3C's 
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VXML 2.0 [12], we used the HUVOIS solution that is Voice-XML-based voice soft-
ware developed by KT Corp. in Korea for those with impaired sight that converts 
online text into voice and reads out the letters and words punched in through the com-
puter keyboard, thus enabling them to use computers and the internet. The HUVOIS 
solution consist of HUVOIS-ARS based on HMM, TTS using tri-phone unit and 
HUVOIS Voice-XML, and supports client-sever network, LSS(Load Share Server) 
and modular structure.  

 

Fig. 3. The Voice-XML’s architecture  

The Voice-XML’s architecture is shown in Fig. 3. A document server (e.g. a web 
server) processes requests from a client application, the Voice-XML interpreter, 
through the VXML interpreter context. The server produces Voice-XML documents 
in reply, which are processed by the Voice-XML interpreter. The Voice-XML inter-
preter context may monitor user inputs in parallel with the Voice-XML interpreter. 
For example, one Voice-XML interpreter context may always listen for a special 
escape phrase that takes the user to a high-level personal assistant, and another may 
listen for escape phrases that alter user preferences like volume or text-to-speech 
characteristics. The implementation platform is controlled by the Voice-XML inter-
preter context and by the Voice-XML interpreter. 

4   Fusion and Fission Schemes Between Modalities 

4.1   Fusion Technology Between Modalities 

The integration scheme consists of seven major steps: 1) the user connects to Voice-
XML server via PSTN and internet using telephone terminal and WPS based on wire-
less networks (including middleware), and then inputs prescribed speech and KSSL, 
2) the user's speech data, which are inputted into telephone terminal, is transmitted to 
ASR-engine in Voice-XML, then ASR results are saved to the MMDS (Multi-Modal 
Database Server; The MMDS is the database responsible for synchronizing data be-
tween speech and KSSL gesture), 3) user's KSSL data, which are inputted into WPS, 
are recognized by embedded KSSL recognizer, then the WPS transmits and saves 
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recognition results to the MMDS, using middleware over TCP/IP protocol and wire-
less networks(blue-tooth module), 4) at this point, the user's KSSL and speech data 
run the synchronization session using internal SQL logic of the MMDS, 5) while 
suggested the MMIA runs comparison arithmetic (validity check) on ASR and KSSL 
recognition results with pre-scribed instruction models by internal SQL logic, the 
NAT(Noise Analysis Tool) analyzes noise for user's speech data (wave file) which is 
recorded by Voice-XML, 6) According to analyzed noise and arithmetic result, the 
MMIA gives weight into an individual (gesture or speech) recognizer, 7) finally, 
user’s intention is provided to the user through TTS and visualization. The suggested 
fusion architecture and flowchart of MMIA are shown in Fig. 4 and 5. 

 
 

Fig. 4. The components and fusion architecture  

 

Fig. 5. The flowchart of the MMIA integrating 2 sensory channels with speech and gesture 

4.2   Database-Based Synchronization Between Modalities 

Human's utterance and gesture representation usually have some time difference and 
such asynchronous control should occur necessarily in speech synthesis processing of 
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recognition results. All multi-modal inputs are synchronized, because while speech 
recognizer generates absolute times for words, gesture movements generate {x, y, t} 
triples, and initial work identifies an object or a location from gesture inputs accord-
ingly, as speech understanding constrains gesture interpretation. This paper solves the 
asynchronous control problems between speech and gesture signals using a web-logic 
and word-unit input method based on the MMDS in section 4.1. For synchronization 
between speech and gesture signals, after individual speech and KSSL recognizer 
recognizes inputted speech and the KSSL recognition models, they transmit recogni-
tion results into the MMDS for weight application. However, the transmission time of 
recognition results has some time delay because of asynchronous communication of 
two input signals. As a result, the speech and KSSL recognition results based on word-
unit are recorded sequentially to the MMDS, and while the DB is kept in standby mode 
via internal web-logic in case one was not input among the two input signals (where, 
two input signals are the recognition results of speech and KSSL), apply weights ac-
cording to SNNR and fuzzy value, in the case where all input values are recorded.  

4.3   Noise Analysis 

In noisy environments, speech quality is severely degraded by noises from the sur-
rounding environment and speech recognition systems fail to produce high recogni-
tion rates [13], [14]. Consequently, we designed and implemented Noise Analysis 
Tool (NAT) for weight decision in individual (gesture or speech) recognizer. The 
NAT calculates average energy (mean power; [dB]) for a speech signal that recorded 
by wave-format in the Voice-XML; and then computes SNNR by Eq. (2), where, P is 
average energy (mean power; [dB]), and the flowchart of NAT are shown in Fig. 6. 
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Fig. 6. The flowchart of the MMIA integrating 2 sensory channels with speech and gesture 

4.4   Fusion and Fission Rules Using SNNR and Fuzzy Value  

Speech recognition rate does not usually change to a SNNR of 25 dB, but if the rate 
lowers, the speech recognition rate falls rapidly. Therefore, the MMIA provides  
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feed-back function according to SNNR critical value. In case SNNR critical value for 
weight decision is ambiguous, according as a feed-back function requests re-input 
(speech and KSSL) to user for clear a declaration of intention, more improved instruc-
tion processing is available. In addition, we utilized an average speech recognition 
rate as speech probability value for weight decision, and to define speech probability 
value depending on SNNR, we repeatedly achieved speech recognition experiments 
10 times with the 20 test speech recognition models in noisy and clean environments, 
for every 5 reagents. The average speech recognition rates are given in Table 1. 

Table 1. Weight values according to the SNNR and critical values for the feed-back function 
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 P_W : an expected value after weight application 

 WS : Defined Weight for Speech recognition mode in Table 1. 

 WG : Defined Weight for KSSL recognition mode in Table 1. 

 S : speech probability (an average speech recognition rate) 

 G :  KSSL probability (the critical value depending on normalized fuzzy value) 
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 Fuzzy Value_Current : Fuzzy value to recognize current gesture(KSSL) 

 Fuzzy Value_Max = 3.5 : The maximum fuzzy value for KSSL recognition 

 

For fusion and fission rules depending on SNNR and fuzzy value, we defined P_W 
that is an expected value after weight application and the KSSL probability (G) of the 
embedded KSSL recognizer in Eq. (3) and (4). This P_W value depending on SNNR 
and fuzzy value gives standard by which to apply weights, and because KSSL prob-
ability (G) is changed according to Fuzzy Value_Current, the P_W is changed justly.  
Where, the maximum fuzzy value for KSSL recognition is 3.5, and the minimum 
critical value is 3.2. As a result, if P_W value is over than 0.917, the MMIA fissions 
and returns recognition result of speech recognizer based on Voice-XML, while the 
MMIA fissions the embedded KSSL recognizer in case P_W value is less than 0.909. 
The P_W values depending on SNNR and fuzzy value are given in Table 2. 

Weight value (%) Average speech recognition rates for the 20 test recognition models (%) 
SNNR Critical value  Speech (WS) KSSL(WG) Reagent 1 Reagent 2 Reagent 3 Reagent 4 Reagent 5 Average(S) Differ-

ence 
more than  40 [dB] 99.0 1.0 98.2 98.4 97.9 98.5 98.2 98.2 0.9 

35 [dB] ≤ SNNR < 40 [dB] 98.0 2.0 97.8 97.3 96.6 97.1 97.5 97.3 0.3 
30 [dB] ≤ SNNR < 35 [dB] 96.0 4.0 97.5 96.5 96.6 97.0 97.4 97.0 0.2 
25 [dB] ≤ SNNR < 30 [dB] 94.0 6.0 97.2 96.5 96.5 96.9 96.9 96.8 0.2 
20 [dB] ≤ SNNR < 25 [dB] 92.0 8.0 96.9 95.9 96.4 96.8 96.8 96.6 2.2 
15 [dB] ≤ SNNR < 20 [dB] Feed-Back 92.4 96.2 93.8 95.2 94.1 94.3 11.1 
10 [dB] ≤ SNNR < 15 [dB] 6.0 94.0 83.6 83.4 83.5 82.6 83.2 83.3 8.8 
 5 [dB] ≤ SNNR < 10 [dB] 4.0 96.0 71.9. 72.5 70.2 79.5 75.6 74.5 22.4 
 0 [dB] ≤ SNNR  <  5 [dB] 2.0 98.0 53.4 51.3 52.6 51.6 51.3 52.0 14.0 

less than  0 [dB] 1.0 99.0 

 

38.5 37.6 37.5 38.2 38.5 38.1 - 
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Table 2. In case Fuzzy Value_Current is 3.2, P_W values using the Eq. (3) and (4) 

Speech KSSL SNNR 
WS S WG G 

P_W 

more than 40 [dB] 0.99 0.982 0.01 0.914 0.981 
35 [dB] ≤ SNNR < 40 [dB] 0.98 0.973 0.02 0.914 0.972 
30 [dB] ≤ SNNR < 35 [dB] 0.96 0.970 0.04 0.914 0.968 
25 [dB] ≤ SNNR < 30 [dB] 0.94 0.968 0.06 0.914 0.965 
20 [dB] ≤ SNNR < 25 [dB] 0.92 0.966 0.08 0.914 0.917 
15 [dB] ≤ SNNR < 20 [dB] Feed-Back 
10 [dB] ≤ SNNR < 15 [dB] 0.06 0.833 0.94 0.914 0.909 
5 [dB] ≤ SNNR < 10 [dB] 0.04 0.745 0.96 0.914 0.907 
0 [dB] ≤ SNNR <  5 [dB] 0.02 0.520 0.98 0.914 0.906 

less than 0 [dB] 0.01 0.381 0.99 0.914 0.909 

5   Experiments and Results 

This paper combines natural language and artificial intelligence techniques to allow 
HCI with an intuitive mix of speech and gesture based on WPS and Voice-XML, and 
the experimental set-up is as follows. The distance between the KSSL input module 
and the WPS with a built-in KSSL recognizer approximates radius 10M's ellipse 
form. In KSSL gesture and speech, we move the data gloves and the motion tracker to 
the prescribed position. For every 15 reagents, we repeat this action 10 times in noisy 
and clean environments. While the user inputs KSSL using data gloves and motion 
tracker, and speaks using the blue-tooth headset in a telephone terminal. In experi-
mental results, the average recognition rates of the MMIA for the prescribed 65 sen-
tential and 156 word instruction models were 94.33% and 96.85% in clean environ-
ments, and 92.29% and 92.91% were shown in noisy environments. The uni-modal 
and the MMIA’s average recognition rates in noisy and clean environment are shown 
in Table 3 and Fig. 7.  

Table 3. The MMIA’s average recognition results for 15 reagents 

Uni-modal Instruction  Processing Interface The MMIA 
KSSL (%) Speech (%) KSSL + Speech (%) 

Noise or Clean Noise  Clean  Noise Clean 

  Evaluation 
 

Reagent 
sentence  word sentence word sentence word sentence word sentence  word 

Reagent  1 92.7 92.7 72.1 75.3 97.5 98.3 92.6 92.6 97.4 98.3 
Reagent  2 92.5 93.7 70.9 78.6 94.6 95.7 92.5 93.7 94.6 95.6 
Reagent  3 92.9 94.1 68.5 75.9 93.7 95.3 92.9 94.1 93.7 95.3 
Reagent  4 92.8 93.1 68.9 75.9 95.1 96.7 92.8 93.1 95.1 96.6 
Reagent  5 93.0 93.4 68.3 75.8 94.7 96.8 93.0 93.3 94.7 96.8 
Reagent  6 92.8 94.3 68.7 76.7 93.9 95.4 92.8 94.3 93.9 95.4 
Reagent  7 92.8 93.1 70.1 75.9 94.8 95.5 92.7 93.1 94.8 95.4 
Reagent  8 92.5 94.6 72.1 75.3 95.3 96.3 92.5 94.6 95.3 96.3 
Reagent  9 92.9 93.4 69.9 76.2 95.7 97.6 92.9 93.3 95.7 97.6 
Reagent10 92.9 93.1 67.6 75.2 96.3 97.5 92.8 93.1 96.3 97.5 
Reagent11 92.5 93.7 70.1 73.1 96.7 97.3 92.5 93.7 96.6 97.3 
Reagent12 92.3 92.4 68.4 75.1 95.3 96.5 92.3 92.4 95.3 96.5 
Reagent13 92.5 92.8 70.1 75.3 95.4 96.4 92.5 92.8 95.4 96.4 
Reagent14 92.3 93.1 70.3 74.9 96.7 97.3 92.3 93.1 96.7 97.3 
Reagent15 93.1 94.1 72.1 74.3 95.4 97.5 93.1 94.1 95.4 97.5 
Average  92.70 93.44 69.87 75.57 95.41 96.67 92.68 93.42 95.39 96.65 
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Fig. 7. The comparison chart for the MMIA’s average recognition results 

Table 4. The MMIA’s average recognition time for 15 reagents 

Uni-modal Instruction  Processing Interface The MMIA 
KSSL (ms) Speech ( ms ) KSSL + Speech ( ms ) 

Noise or  Clean Noise  Clean  Noise Clean 

Evaluation

Reagent 
sentence  word sentence word sentence word sentence word sentence  word 

Reagent  1 0.33 0.26 0.24 0.22 0.23 0.21 0.39 0.35 0.34 0.32 
Reagent  2 0.35 0.24 0.24 0.20 0.22 0.20 0.38 0.36 0.37 0.35 
Reagent  3 0.32 0.27 0.23 0.23 0.24 0.22 0.39 0.35 0.35 0.32 
Reagent  4 0.35 0.24 0.23 0.22 0.22 0.21 0.38 0.36 0.38 0.34 
Reagent  5 0.31 0.25 0.24 0.21 0.22 0.20 0.40 0.37 0.36 0.34 
Reagent  6 0.32 0.23 0.24 0.23 0.23 0.21 0.38 0.36 0.36 0.32 
Reagent  7 0.35 0.21 0.24 0.23 0.21 0.20 0.41 0.36 0.35 0.33 
Reagent  8 0.37 0.24 0.24 0.22 0.23 0.22 0.41 0.36 0.35 0.30 
Reagent  9 0.34 0.25 0.22 0.21 0.21 0.20 0.42 0.37 0.36 0.34 
Reagent10 0.32 0.23 0.23 0.21 0.23 0.21 0.40 0.36 0.35 0.32 
Reagent11 0.33 0.27 0.22 0.20 0.22 0.20 0.39 0.36 0.34 0.32 
Reagent12 0.35 0.24 0.24 0.22 0.22 0.21 0.38 0.36 0.36 0.35 
Reagent13 0.37 0.26 0.23 0.21 0.22 0.21 0.39 0.37 0.34 0.32 
Reagent14 0.34 0.27 0.24 0.22 0.22 0.21 0.40 0.35 0.35 0.33 
Reagent15 0.36 0.25 0.24 0.21 0.21 0.20 0.40 0.36 0.37 0.32 
Average  0.34 0.25 0.24 0.22 0.22 0.21 0.40 0.36 0.36 0.33 

 

More importantly, according as the average recognition time has exerted a strong 
influence on the technical capabilities of the entire recognition system, we estimated 
the average recognition time in the recognition processing. The experimental results 
are shown in Table 4 and Fig. 8 respectively. Note, these experiments were achieved 
under the following experimental conditions and weights. 

 In a noisy environment, the average SNNR using actual waveform data is re-
corded in laboratory space, including the music and the mechanical noise, was 
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about 13.59[dB].In addition, the average SNNR using actual waveform data that 
remove noise elements for a clean environment was about 38.37[dB].  

 Note, if the SNNR changes due to experimental conditions such as the mu-sic 
and the mechanical noise, because weight has changed, then the experiment re-
sult can change. 

 

Fig. 8. The comparison chart for the MMIA’s average recognition time 

6   Conclusions 

The advantage of multiple modalities is increased usability: the weaknesses of one 
modality are offset by the strengths of another. Namely, on a mobile device with a 
small visual interface and keypad, a word may be quite difficult to type but very easy 
to say. Consequently, the MMIA may select an optimal instruction processing inter-
face under a given situation or noisy environment, and can allow more interactive 
communication functions in noisy environment, because of the weaknesses of audio-
modality in noisy environments are offset by the strengths of gesture modality.  

In this paper, we suggested and implemented the MMIA including synchronization 
between audio-gesture modalities, and the MMIA supports two major types of multi-
modality, which are simultaneous multi-modality and sequential multi-modality, for 
instruction recognition based on embedded and ubiquitous computing.  

Finally, we expect the function that understand life and culture of deaf people (and 
an aphasiac) and connect with modern society of hearing people through the MMIA 
fusing the embedded KSSL and speech recognizer.  
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Abstract. It is common for nowadays family with two working parents. Children 
therefore has more unsupervised time than before. Being alone, they are more 
likely to avoid hard subjects, like math. They could also improperly spend their 
time and energy. Internet addiction is one of the examples. This research 
designates software agent, with a life like interface, as a learning buddy to 
accompany kids and school age children, guide their behaviour and attract them 
to what they need to learn, even it is abstract and hard, like math. The learning 
buddy appears as a cartoon character that live in its little master’s real life, with 
an internal cogntive model driving its behavior. The software agent model of the 
learning buddy adopted a layered architecture that allows the learning buddy to 
have different cartoon character interfaces, cognitive models and learning 
content/subjects easily and independently. A pilot system has been built and four 
sessions of experiment have been conducted. It has very successfully attracted a 
great interests of school age children. Every students in the experiment has 
finished nearly 60 math exercises without feeling bored. 

Keywords: Smart home, software agent, educational game, learning, cognitive 
map, DCN, children. 

1   Children Need a Buddy 

In today's two-parent families, it's most common for both parents to work. About 70 
percent of the nation's (USA) children live in two-parent households, and in 61 per-
cent of those households, both parents are working, according to the U.S. Bureau of 
Labor Statistics and the Annie E. Casey Foundation's annual Kids Count report.  Of 
the 30 percent of kids living in single-parent households, 80 percent have working 
parents. (Mishell 2005; Astesano 2006) Such a status is common in many countries. 

A consequence of the working families is children often have a lot of unsupervised 
time. Although there are programmes which offer children a safer and more produc-
tive way to spend their time after school and on weekends, they are far from enough 
to accommodate all the children and their time.  

When school-age children are left unsupervised, they may be more likely to engage 
in a variety of “risky” behaviours. (Danziger and Waldfogel 2000). It is not uncommon 
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that many children spend a lot of time in electronic game rooms or even on the streets. 
How do these have impact on their children is a worry of many parents. Another chal-
lenge is that many school age children have gained good computing knowledge. Many 
are better than their parents. We then have enough reasons to worry even when they 
are at home alone. They can install a Trojan horse in the home computer, obtain all the 
passwords and proceed surfing freely. Besides the access to all the unwanted content 
available over the Internet, addiction itself is a serious problem. (Young and Liz, 
2006).  

In this context, the traditional scene of a parent accompany kids in their study, 
reading or playing game together for mental development, has been largely chal-
lenged, given the fact that an increasing proportion of families with both parents 
work. Without the companion and encouragement from parents, children have more 
difficulties in exploring “hard” subjects. Math is one of the least favorable subjects. A 
survey (Texas instruments, April 5, 2006) found that “Teens Lack Math Requirements 
for Hottest Careers” and reported that even though four out of five teenagers believe 
mathematics is important for achieving their goals of being doctors, scientists, execu-
tives and lawyers, only half were  planning to take advanced mathematics classes 
beyond their schools’ minimum requirements. In another survey, (Raytheon, 2005) it 
was concluded that American middle school students (84%) would rather do one of 
the following: clean their rooms, eat their vegetables, take out the garbage or go to the 
dentist than sit down with their mathematics homework. 

This paper presents an approach using software agent in a form of life like charac-
ter (cartoon), serving as a learning buddy to accompany school age children, “guide” 
their behavior and attract their interests in study.  

2   Smart Learning Buddy: Design Objectives  

A learning buddy is to accompany kids and school age children. It needs to meet the 
following criteria.  

- The learning buddy should be able to attract kids  
There are many duties can be assigned to the learning buddy, if the little master 
like the companion. Therefore, being able to attract kids is a fundamental re-
quirement. Life like cartoon characters have proven to have such a power to at-
tract kids and school age children. In this project, puppy, birds and spirits are 
applied as the outlook of learning buddies. This is because some research has 
shown that human like virtual characters can cause users to be captious. Unlike 
cartoons films where the characters only live in a fixed preset story, the learning 
buddy lives with its little master.  

- The learning buddy communicates with the little master verbally  
It will be ideal if the life like learning buddy could communicate with the little 
master naturally. However, the voice recognition and natural language process-
ing have yet been mature enough. For the current version, the learning buddy 
speaks to the little master through a natural voice text to speech engine, while 
takes input via a handheld device (smart phone).  
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- The learning buddy has some abilities to be considered real  
Children know that cartoons are in the TV programs or cinemas that are not real 
in their life. The learning buddy should however, have some ability to be per-
ceived by the little master as “something” real in his/her life. For example, the 
learning buddy should know the little master’s name and address him/her with 
the name. More profound knowledge of the little master is challenging but ex-
tremely helpful. An internal cognitive model of the learning buddy would be de-
sirable, which will be covered in the following criterion. 

- The learning buddy has an internal cognitive model to drive its behavior  
Every person carries maps of the external world in their mind. This cognition 
and the corresponding inference drive the behavior of the person. Such a process 
differs a “creature”, like a human being, from a “thing”, like a television. Once 
the learning buddy has an internal cognitive model to drive its behavior, it is 
more likely to be perceived (by the little master) as someone really life in his/her 
world.  

- The learning content can be easily modified, for example, by the child’s parents 
or teachers  
There are some existing work applying life like characters in assisting learning 
process. (Lester 1997, Rickel 2002) However, the learning content is fixed 
within the system, or the character is fixed within the system, or both. This re-
search removes this restriction and separates the life like interface, cognitive 
model and content to be learned. Such architecture allows the flexible update to 
the interface, cognitive model and content independently.  

3   Smart Learning Buddy in a Smart Home  

A smart learning buddy may simply reside in a computer (PC or pocket PC). How-
ever, it is more attractive if it has an environment with richer support. Smart home is 
such an environment can accommodate smart learning buddies.  

3.1   Smart Home  

Figure 3.1.1 is the diagram of a smart home environment. This is an environment 
providing wireless communication, indoor positioning system, pervasive computing 
infrastructure and importantly, mobile agent platform. It is a general environment 
supporting a range of higher level services. Besides learning support to school age 
children, it has also been applied in learning support to pre-school kids and aged care.   

In the smart home diagram, there are six essential components:  

- Server: The server is the main computing facility as the central information proc-
essing and storage unit.  

- Gateway: The Gateway bridges the smart home and the external world, including 
the Internet and external nets like friends’ smart homes, teachers and etc. In the pi-
lot study, the Server and Gateway are physically within a same computing Server.  
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Fig. 3.1.1. Smart home environment  

- Wireless LAN: It is an infrastructure facilitating the communication of different 
components of the smart home. In the pilot study, 802.11g wireless LAN is 
adopted. 

- Immersive Displays: Immersive displays are visual environments where smart 
learning buddy live. An immersive display can have its own computing unit, or be 
connected to the server. In the pilot study, the immersive displays are projected 
walls. An alternation is using wall mounted displays like plasma screens or LCDs.    

- Indoor Positioning System: The indoor positioning system tracks where the chil-
dren locate. In the pilot study, middle ranged RFID reader is used at the entrance 
of each door. The child carries an RFID to identify himself/herself. A finer indoor 
positioning system can be organized if more accurate positioning information is 
needed. There are two widely used technologies. One is through the image proc-
essing obtained by video cameras. Another is the hybrid wave based positioning 
systems, using radio and ultrasound for positioning.  

- Mobile Platform/Handheld Device: When the little master is away from home, or 
somewhere does not have an immersive display (e.g., laundry, or garden), he/she 
would be reminded to carry his/her handheld device. In the pilot study, a smart 
phone  running Windows mobile 5 is used. The smart learning buddy will then 
“jump” onto the handheld device to follow the little master when he/she leaves the 
room.  

Note that all the computing systems (e.g., the server, the computing units of immersive 
displays) should run an agent platform so that the smart learning buddy can reside).  

3.2   Software Agent Model of Smart Learning Buddy  

A software agent is a software entity that differs from others by being autonomous. 
Before the concept of software agent was proposed, computing entities are basically 
reactive to users’ input. A software agent however, takes the active role and behaves 
proactively. This requires agents be goal oriented (Shen et.al 2004). An agent has its 
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own thread of control to decide its next action/behavior. It is normally referred as the 
agents’ internal mental activities. There are several agents internal models proposed 
up to date. This research applies models in cognitive map family. (C.Y. Miao et al, 
2001, 2002; Y. Miao et al, 2001). Figure 3.2.1 is the diagram of the agent model of 
the smart learning buddy.  

           

Fig. 3.2.1. Agent model for smart learning buddies 

In the agent model, the processing unit provides the information processing capa-
bility. The infrastructure provides fundamental supports including networking sup-
ports. Cognitive model will be covered in Section 3.3. 

An action A is an action that the agent could perform. It can be an animation that 
the agent to show, like Animation (“Suggest”); or speak something, like SAY (“Well 
done John!”). Actions can include parameters. It is a high level model to describe 
agents’ behavior. 

          

Fig. 3.2.2. Animation (“Suggest”) of Peedy, Animation (“read”), and SAY (“It’s time for men-
tal training!”) of Cami 1 

Actions can be organized into a plan P. A plan has an objective, which is some-
thing the agent means to achieve via a sequence of actions. An example plan is shown 
in Fig. 3.2.3. Branches, loops and nested plans are allowed for complex plans.   

                                                           
1 Peedy is originally a character of Microsoft. Cami is originally a character of Stegami.  
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SAY (“What is the sum of 21 and 12?”)
Display(“1) 35;\n 2) 33;\n 3) No of 1) and 2)”)
Input (Answer)
If (Answer = 2 )

{
 Animation (“Congratulate”)

SAY (“Well done John!”)}
Else{
 Animation (“Blink”)

SAY (“Oh. Let’s see: 2+1 is 3. 1+2 is also 3. So it is 33.”) } 
 

Fig. 3.2.3. A plan is a sequence of actions 

Life like interface: There are many ways to achieve a life like interface. In this pro-
ject, Microsoft agent (Microsoft 2003) is applied with stationary systems (e.g. a PC) 
and a modified version (developed locally) is used for mobile platforms.  

Mobility: The agent/smart learning buddy may migrate from one system to another 
system. Visibly, it could jump from the handheld device onto a wall mounted display. 
All the systems that could accommodate the agent include an agent platform. For 
details on how mobile agent migrates, refer to Autran and Li (2004). The additional 
visualization of this migration with smart learning buddy is that the migration is al-
ways associated with an animation of hide (Animation (“hide”)) at the original plat-
form and an animation of show (Animation(“shown”)) at the new platform.  

3.3   Cognitive Model of Smart Learning Buddy  

Cognitive map is a family of models for capturing human’s perception of the external 
world and facilitate the inference over it (Miao et al. 2006). It can be formalized by a 
digraph in which vertices represent concepts and arcs between the vertices indicate 
causal relationships between the concepts. The model has a matrix form to facilitate 
inference through matrix calculation or similar mathematic processes.  

In this research, fuzzy cognitive map and dynamic causal net are applied as the 
cognitive model of the smart learning buddy. In the following part of this subsection, 
a few examples are used to illustrate the cognitive model of the smart learning buddy.  

Figure 3.3.1 a) shows a basic cognitive map (fragment) modeling the intention of 
play. In a pilot study, many children would play with the virtual character for a long 
time and forget that they need to do math exercises. It is a common problem that 
many kids become addiction to computer games. 

Figure 3.3.1 b) shows a modified cognitive map model (fragment). In this model, 
the buddy’s energy is added, which prevents the buddy to play with the little master 
too long. Before that, it can proactively suggestion some alternations to the little mas-
ter, like “I am tired, not feeling playing on.”; or “I am hungry.” ; or “Shall we do 
some math exercise?” 
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Figure 3.3.1 c) shows a further modification to the cognitive model fragment. It is 
known that children are not able to hold interests on a same thing as long as adults. 
The learning buddy brings that in its model and shifts subjects before the little master 
get bored: the buddy becomes bored before the little master becomes bored.  

   
a)                 b) 

 

c)  

Fig. 3.3.1.  Cognitive model fragments of a smart learning buddy 

The cognitive model differentiates the levels of concepts, like how serious is the 
buddy being bored. It is classified as a mutli-value FCM or simplified DCN (Y. Miao 
et al. 2001, 2006).  

4   Experiment Results  

To verify the ability of smart learning buddy in attracting school age children, a pilot 
system, Math4Kids is built2. In this system, a puppy is used as the learning buddy to 
accompany children aged 7-10 years old in math study. Nine students joined the four 
sessions experiment and the result is extremely encouraging. A kid has even  

                                                           
2 The cognitive model has not been implemented but was implied in the pilot system. The 

experiment results reported here was from the pilot study. More studies and data collection 
will follow, which will include agents equipped with cognitive models, collaborative learning, 
teachers/parents interface and comparative studies.  
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attempted over 140 math exercises, with the companion of the learning buddy. It 
would be unbelievable in normal situations. Even the least number of attempts is 
nearly 60, which is far over expectation in normal situations. Figure 4.1 shows a feed-
back from kids on the learning buddy. The feedback asked children to grade their 
learning buddy in five aspects, with a scale of 6 (6 is the best). Almost all kids gave 
their buddy the best feedback. It is better than expected. 

                 

                 

Fig. 4.1. Pilot experiment on the ability of smart learning buddy in attracting school age  
children in math study. a) Exercises attempted, number of correct and incorrect answers  
b) children’s feedback to their learning buddy. 
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Abstract. Ubiquitous computing is changing our daily life with evolving de-
vices. A mirror, which is one of our daily tools, is also showing its role chang-
ing to the instrument of information displayer. These evolving devices already 
have their own traditional roles and interaction methods. Therefore, one of the 
most important factors for the implementation of these devices is the interaction 
methods between devices and a user. Based on this point of view, this paper 
proposes an active digital mirror system which considers the relative position 
and interaction between a user and mirror. To implement our goal, we studied 
users’ behaviors and interactions on mirrors with user testing. There were four 
considered factors: the distance between a user and mirror, relative position of a 
user in front of a mirror, intuitive interaction method and personalized informa-
tion. Based on the preliminary research, we designed the user interface of the 
mirror, and developed a prototype which has three recognition modules: a dis-
tance measuring module using infrared sensor arrays, a user recognition module 
by computer vision technique, and a control perception module using infrared 
sensor grid. In addition, the next steps for improving the user-centered digital 
mirror system, and the possibility for developing a mirror-shaped computer sys-
tem were suggested.  

Keywords: Ubiquitous Computing, Interactive Mirror, Home Automation. 

1   Introduction 

New paradigm named ‘Ubiquitous Computing’ and technological advancement of 
engineering are changing and improving the way and quality of modern people’s life. 
One of the ways to change people’s life is to evolve the things of daily necessity. 
Actually, many of daily devices had been changed and improving their roles. 

This paper focused on the information displayer which is based on a mirror, one of 
the oldest daily devices of human beings. Digital mirror, evolved form of the traditional 
mirror, has not only traditional role of mirror which reflect the image of object, but also 
the role of information displayer. The changed role of mirror needs additional interac-
tion methods, and this leads the necessity for the definition between a user and mirror. 

In this paper, we categorized the interaction between a user and mirror based on the 
relative position of a user, and defined more intuitive interaction based on human 
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behavior. The study about the interaction between a user and mirror consists of sev-
eral human behavior factors: the distance between a user and mirror, relative position 
of a user in front of a mirror, more intuitive interaction method and personalized in-
formation.  

Based on the result of the preliminary study, we implemented prototype mirror 
named with ‘Personalized Magic Mirror’ (PMM). The functions of PMM which are 
user recognition, user position detection, user input detection and personalized infor-
mation, were implemented to provide more intuitive interaction between a user and 
mirror. The implemented prototype, PMM, was displayed at the exhibition hall of a 
conference. The result of exhibition shows that the interaction based on a human 
behavior was effective. 

The rest of this paper consists of four sections. In section 2, the approaches and re-
searches about digital mirror will be shown. The study about the behavior of human 
and development process of PMM will be shown from section 3 to section 4. Exhibi-
tion and the result will be discussed at section 5. Finally, we will conclude this paper 
with section 6. 

2   Related Work 

Originally, a mirror has the characteristics of displayer. For this reason, there were 
more tries to provide information through mirror surface than other devices, and there 
exist many researches and approaches about mirror display. 

The approaches about mirror like display can be divided by two categories: mim-
icking the characteristic of a mirror which is to reflect the image of an object and 
augmenting information displayer to the mirror.  

Normally, approaches to imitate the characteristics of a mirror are tend to more ex-
perimental. Most of them use a camera to take a picture of humans or objects, and 
display the images through the display. In case of Alexandere et al. [4], they recog-
nized and tracked human face with camera, and then, redisplay the processed image to 
a user for the purpose of entertainment. For more practical approaches, there are tries 
to aid a driver by providing additional information. Toru et al. and Pardhy et al. [2][6] 
proposed the virtual mirror system which provides the visual information of driver’s 
blind area.  

One of the problems of these approaches is that it is difficult to acquire the front 
image of mirror like surface which is displayer. If low resolution and precision of 
acquired image can be acceptable, it can be possible to implement abstraction of char-
acteristic of mirror [9]. However, this low resolution approach is not so attractive for 
information display. To solve this problem, Alexandre et al. [1] suggested the virtual 
mirror system which can acquire front image of displayer by using magnetic sensors 
and 3D geometric computation.  

On the other hand, attempts to provide information to a user by using the surface of 
mirror are tend to be more human-centered, and some of them are on sale in the mar-
ket. Philips Research and Miragraphy [7][8] are the cases of commercialization for 
the display using mirror. The display was attached to mirrors with various sizes for 
the information display. Fujinami et al. [5] implemented digital mirror which can 
provide personal information. They applied human’s daily device to recognize user’s 
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identification. There is another suggested concept which use mirror display as a 
communication device. Panos et al. [3] suggested intra-home communication device 
based on the mirror display and camera. Studies on the human factors using mirror 
display [10] also can be found. 

Differ from other approaches, this paper focused on large-scale mirror display which 
placed at public space. The distance between a user and mirror and relative position 
were studied based on the human’s behavior. To develop more intuitive interaction, we 
considered the traditional role of mirror which is to reflect the image of objects. 

3   Method 

The research procedure of this paper consists of two parts: Designing User Interface 
(UI) based on the interaction between a user and mirror and Implementing the proto-
type mirror based on preliminary research. 

The UI design procedure includes four major processes: Base Research, User Test, 
Result Analysis and UI and Scenario Design. We defined the characteristics and func-
tions of the digital mirror based on the UI design. The implementation procedure is 
based on the result of the UI design. The procedure consists of designing the system 
and hardware of prototype and implementing it. 

3.1   UI Design Procedures 

The purpose of UI design procedure is to analyze and study the interaction between a 
user and mirror based on the user’s behavior and needs. To do this, we performed user 
investigation and experiments. Figure 1. briefly shows the procedure of UI design. 

 

Fig. 1. Processes of User Interface Design 

Base Research. Firstly, we studied the behavior of human using a mirror. Especially, 
we focused on the mirrors positioned in the public place like subway station or hall of 
the building. In these environment, we can find that the user were changing the dis-
tance between them and mirror according to their interests. For example, if they want 
to look at their face, they got close to the mirror. On the other hand, when the users 
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tried to check their silhouette or their whole body, they stepped back from mirror. 
And we performed some questionnaires about digital mirror to users. The users’ per-
sonal information like right-handed or left-handed and preferences were collected. 

User Test. The user tests were performed with digital mirror system for test. This 
digital mirror consists of translucent half-silvered mirror and 23” LCD monitor, and 
can be controlled by remote control. It can be used as traditional mirror when the 
displayer turns off. There were 20 subjects, 10 of them were men and 10 of them were 
women, who are familiar with digital appliance. The subjects were asked to perform 
the tasks in front of the digital mirror for the test, observed during tasking, and 
interviewed after tasking. 

The tasks which were performed by users contain two different aspects: the charac-
teristics of traditional mirror and information displayer. The subjects were asked to 
check out their shape using the mirror which displays the visual information. During 
the tasks, the subjects tried to change the shape, position and size of the information 
window to find the optimal way of information displaying. This procedure was ob-
served by four cameras which were positioned near the mirror. 

The user tests were processed with two major concerns. First, because the distance 
between a user and mirror altered the image of mirror surface, we focused on to find 
where the users’ interests based on the distance between a user and mirror. Secondly, 
we tried to analyze how the users feel and recognize the position, shape, size and 
necessity of the information display window. Furthermore, the interaction methods of 
users were observed carefully.   

Result Analysis. We analyzed the result of user tests and arranged five human 
behaviors. First, the subjects showed more active behavior when they were a short 
distance away from a mirror. Second, if the subjects were a long distance away form a 
mirror, they were more interested in the information itself then to modifying the 
information window. Third, when the subjects use the mirror for its traditional 
characteristic, they want to put the information window away. Fourth, when the 
subjects use the mirror for the information displayer, they want to put the information 
window near their eyes. Fifth, the subjects showed very intuitive motions to interact 
with digital mirror and they were all non-touch style.  

 

Fig. 2. Examples of Input Interactions 

Figure 2. shows the motions of subjects for positioning information window. As 
the figure shows, most of the subjects preferred more intuitive and simple interaction 
method: the linear movement of hand or arm. 
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UI and Scenario Design. Based on the results of user test, we defined several 
interaction factors. First, the function of information display of digital mirror should 
not disturb the function of traditional mirror. Second, all users need their own 
personalized information. Third, the shape, contents and size of the information 
should be changed according to the distance between a user and mirror. Fourth, the 
relative position of a user in the range of mirror should be considered to place the 
information window. Fifth, the interaction between a user and mirror should be 
intuitive and non-touch style. Sixth, users need their picture from another point of 
view. Seventh, users want to place the information window near their eye position. 

These interaction factors were applied as situational and functional requirements. 
Based on the third factor, the size for information window of digital mirror should be 
varies. If a user gets close to a mirror the window’s size must get larger, while the 
user gets away from the mirror the window’s size should get smaller. The fourth fac-
tor made us to adopt the relative position of a user who is in front of the mirror. Be-
cause we assumed that the mirror is placed in the public space, the user direction of 
walking should be considered. To avoid break the fifth factor, the walking direction of 
a user makes a cross to the direction of information window. Figure 3. shows the 
motion and size of the information window according to the user’s walking direction. 
This means that if a user is moving from left to right, the information window should 
start moving from right to left. This behavior makes the user and information window 
meet at the center of the window. Therefore, the user can use the traditional function 
of mirror at anytime except at the center of the mirror. At the center of the digital 
mirror, the user may see the information window more precisely. If the user doesn’t 
want to watch the information window, the window should be moved to aside. Ac-
cording to the fifth factor, this interaction between a user and mirror should be a sim-
ple gesture which is similar to what we do to put a thing away in the real world. 

�

Fig. 3. User’s Walking Direction and Information Window 

3.2   Implementation of Personalized Magic Mirror 

Based on the preliminary research about UI design and UI requirements, we imple-
mented new digital mirror. As the procedure to implement PMM, we first designed 
state of PMM based on the user’s input and relative position. According to the state, 
the whole structure of PMM was constructed with hardware and software parts.  
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There are three states that describe the behavior of PMM. Each state has its own 
role and transit to another state by the input or motion of a user. Figure 4 shows the 
functions and transitions of states. 

The top-most state of Figure 4 is Far-Range User state. PMM in this state means 
that there is no user near the mirror. If a user gets close to PMM, the state transit to 
the second one: Near-Range User state. At this state, PMM tries to recognize a user 
and provide personalized information in abstract form. If a user gets more close to 
PMM, the state transit to the Controllable state. In this state, PMM provides personal-
ized information in detail, and a user can interact with PMM to put away information 
window. 

The structure of PMM is consists of four major modules: System Controller, Ren-
dering Manager, User Manager and Private Information Manager. The whole system 
is managed by System Controller. The input from a user is sent to System Controller 
through User Manager. With this information, System Controller queries personalized 
to Private Information Manager for the personalized information. The personalized 
information is sent to Rendering Manager whose role is to create information win-
dow, and this information window was provided to a user through Personalized Magic 
Mirror front-end. 

User Manager has three main functions. First one is user recognition. Because of 
the characteristics of a mirror, we adopted vision based facial recognition. By using 
webcam, User Manager finds and extracts the face of the user by adopting Viola’s 
AdaBoost [11]. The extracted face features were compared with feature maps to find 
valid user by using HMM. Each Feature map of valid user were registered with HMM 
in advance. 

 

Fig. 4. States of PMM and their transitions and functions 

Other functions are to find user position and user input. These functions were im-
plemented by using Infra-Red (IR) sensors. The position of a user was detected with 
IR sensor array which is placed on the front of PMM. IR sensor array consists of 13 
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Fig. 5. Interaction between user and PMM 

IR sensors. With this IR sensor array, User Manager categorizes user’s position in 
five spots and find how far the user is. When PMM is in Controllable state, a user can 
interact with PMM with gesture motion. This gesture was detected by rectangle-
shaped IR sensor array which is placed on the front-end of mirror surface. Rectangle-
shaped means that IR sensor arrays are sensing inside of the rectangle. 8 IR sensors 
are placed on each the top and bottom sides, 5 IR sensors are placed on each left and 
right sides. To avoid the interference between IR sensors, every sensor emits IR light 
with duration of 100 microseconds and has 10cm distance each other. With these IR 
sensor arrays, User Manager can detect user’s hand with 14 by 9 resolutions.  

The brief description of user interaction can be shown in Figure 5. If the user 
moves his hand just like to put the information window away, rectangle-shaped IR 
sensor array detects his or her hand serially.  

Rendering Manager renders the information window which will be present to a user 
with personalized information from Private Information Manager. The information 
window is rendered in 3D surface for more dynamic representation. 

4   Results 

Because most of the requirements from UI design are concerned with the interaction 
between a user and mirror, the most important point among the implementation pro-
cedure was User Manager which perceives and detects user’s information.  

In case of user’s position detection, the IR sensor shows very sensitive behavior. 
Especially, if a user moves fast, the IR sensor array returns error results. However, the 
user’s input detection shows higher performance results. It is the best way to adopt 
face recognition to find valid user in the circumstance of mirror based system. How-
ever, face recognition is very sensitive to the light. The initial version of PMM also 
showed lack of performance with user recognition. By modifying the algorithm of 
face recognition method, current version of PMM shows better performance.  

PMM was presented in several conference exhibitions. Almost all of visitors were 
agreed with the user’s needs and interaction method. Especially, the way to preserve 
function of traditional mirror was noticeable. 

5   Discussion and Conclusion 

In this paper, we proposed a digital mirror which has characteristics and functions 
based on the interactions between a user and mirror. To do this, we performed  
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preliminary research about the behaviors of users and we made UI guideline for the 
digital mirror which can provide personalized information to a user. With the result of 
the preliminary research, we implemented a brand new digital mirror: Personalized 
Magic Mirror.  

The appliances which were evolved by ubiquitous computing should be designed 
based on the user’s behavior. Otherwise, the embedded functionality can disturb its 
main functionality and decrease user’s performance. Our next research plan is to build 
integrated mirror which is placed in the home environment and interact with other 
home appliances. 
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Abstract. This paper describes a novel approach based on the user interface 
presentation of unknown services within a pervasive environment dedicated to 
dependant people. The idea is to map the heterogeneity of the environment ob-
jects into abstracted service. At the level of the user interface, this will allow the 
personalization and the adaptation based on user’s requirements. Service provi-
sion has to be effective and performed according to current context particularly 
when focusing on people with special needs. The proposed Service Model (SM) 
supports the diversity of existing pervasive services and their content, the per-
sonalization and adaptation to both user and device profile, and the context-
aware discovery in visited environment. The SM is composed of three main 
parts: Service Profile describing what a service can do, Service Interface de-
scribing how a service should be used and Service Logic Code dealing program 
code and internal functionalities of the service. 

1   Introduction 

Pervasive environment is growing and we have rapidly moving from conceptual sys-
tems to real products. However, the design of such environment is challenged by the 
heterogeneity of the available services (e.g. home control, remote alarm, message 
reminders, etc…). To overcome this heterogeneity, the idea is to propose a service 
description language based on service abstraction model. As illustrated in the figure 
below, the user interface (UI), which could be processed on a mobile device should be 
designed based on the user’s requirement. In order to present the suitable services, the 
UI handles the abstracted services to allow user accessibility and assistance. The ab-
straction level depends on the definition of the service, its content, and its associated 
functionalities (properties). 

The main challenge in assistive environment, smart space for dependant people, is 
in one hand, to interact with unknown services (online environment discovery), and 
on the other hand the personalization of this interaction according to user profile. In 
fact the user would like to interact with his environment dynamically without having 
the constraint of preliminarily services configuration. Especially, when dealing with 
unknown environments, such as train station, Airport, work place, etc.  

Real time discovering of services in multiple living environments impose to per-
sonalize the interaction not only based on user profile, but also to contextual situation 
(context awareness).  
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Fig. 1. From User need specification to Service abstraction 

One could propose that Web Services tehnologie could solve the service discovery 
issue according to users requirements, but the problem is that web services describes 
each service with it’s corresponding proprietary user interface, such as the Web is 
working today. This implies that two different services, such as Google and Yahoo 
search engines, use two different rigid graphical user interfaces (GUI) even if they 
have functional similarities. Merging both GUIs should decrease the complexity of 
the interaction expecially when dealing with increased numbers of services within 
smart environments for people having limited numbers of degrees of freedom (people 
with physical disabilities). 

1.1   Smart Environment for Dependant People 

Usually our living environment becomes less and less accessible for people having 
severe physical limitation (people with disabilities and elderly people). Smart envi-
ronment could compensate the disability by providing suitable home automation (ex. 
open a door, TV control, etc.) and services (ex. Communication, leisure, adapted 
information, etc.) to the end-users.  

Development of smart home technologies dedicated to people with disabilities pro-
vides a challenge in determining accurate requirements and needs in dynamic situa-
tions. User interfaces have to be adapted and personalized according to the dynamic 
situation of the environment. 

Based on our former experimentation involving end-users, we have found out that 
the crucial problem in located at the level of the human machine interface which is the 
only way to interact with the complexity of the environment. Thus it’s getting urgent to 
facilitate this interaction by developing flexible user interface able to be personalized. 

1.2   User Interface Personalization 

Selecting the most adapted input device is the first step for any system accessibility 
and the objective is to allow the adaptation of available functionalities according to 
user needs. For this purpose we have developed a software configuration tools, called 
ECS (Environment Configuration System), which allows a non expert to configure 
easily any selected input device with the help of different menus containing activities 
associated to environmental commands of any system. 
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According to human requirements, and to the selected input devices, the ECS of-
fers the mean to associate graphically the selected actions to the input device events 
(buttons, joystick movements, etc.). The ECS software is actually running and fully 
compatible with most home equipment. It generates an XML object as standard out-
put which will be easily downloaded in our control system (PDA)[1]. 

The weakness of the ECS, even if it’s allow user interface personalization, is that it 
handles only pre-defined devices and services belonging to known environments (ex. 
home environment). In our case, we have to consider multiple living environments, 
which could not be limited to home environment, such as, the friend house, hospital, 
train station, etc. 

This implied to consider service discovery mechanism, based on a Service Abstrac-
tion Model, allowing the dynamicity of user interface. 

The contribution of this paper is around two folds: survey of existing methodolo-
gies to design a dynamic user interface and the proposition of a service abstraction 
model. The rest of this paper will be organized as following: First we will analyze the 
state of the work in the light of UI requirements, after that we propose our solution 
based service abstract model. In section four we will present a general view of our 
architecture and section five present our general demonstrator.  Finally, we summa-
rize and conclude the paper. 

2   Designing a Dynamic User Interface 

The interaction with pervasive environment represents a difficult task mainly when 
target people have special needs. Indeed, the interaction should be done through a 
user-friendly interface making it easier to access to the environment and benefit from 
assistance [2]. Consequently, the UI should support not only user preferences but also 
user capabilities. At the same time, several mobile terminals are proposed to deal with 
proposed services (PDA, Smart phone, Tablet PC); that involves another aspect of 
heterogeneity.  

The design of dynamic user interface represents an open issue we have to consider 
especially when focusing on mobile devices. In that sense, several solutions were 
proposed in the literature in the UI design. UI design could be based on three main 
approaches which will be detailed below. 

2.1   Application Driven Approach 

In such kind of approach, the policy is to have a specific user interface of one applica-
tion per target device. That could be done following two manners: 

− Manually: where the same application must be developed beforehand according to 
each targeted device. On the run time, there will be a selection for the appropriate 
version based on the chosen device. In [3], authors perform the service discovery 
based on several parameters, among them the target device, in order to select the 
appropriate User Interface. 
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− Automatically; the user interface is generated automatically according to the re-
quester device. In [4], authors propose a framework able to generate the GUI for 
different kinds of terminals in order to support adaptable graphical interfaces.  

Such approach has the advantage to be easy to implement especially because the 
difficult work is made at the level of a UI server and not on the device itself. Never-
theless, such systems are hard to adapt to the user requirement (preference, capabili-
ties…) and the context of use. Besides, a simple modification of the context or a new 
service discovered involves the reconstitution of another application including the 
current modification if it’s possible. 

2.2   Web Browser-Based Approach 

In the web based approach, it is assumed that every device implement necessarily at 
least one web browser [5]. As a result we can develop a web based application to 
handle the heterogeneity of the devices. Many user interface language was built up to 
describe the look and presentation of the interface. Among them we can list:  

2.2.1   XUL 
The primary interface language of Mozilla Foundation products is XUL [6]. XUL 
documents are rendered by the Gecko engine, which also renders XHTML docu-
ments. It cooperates with many existing standards and technologies, including CSS, 
JavaScript, DTD and RDF, which makes it relatively easy to learn for people with 
background of web programming and design. 

2.2.2   BXML 
BXML (Binary eXtensible Markup Language) is the first AJAX-based user interface 
markup languages. It is a proprietary standard by Backbase [7] that runs with all ma-
jor web browsers and XHTML / DOM-based layout engines. It provides declarative 
language for cross-browser AJAX development. 

2.2.3   XAML 
XAML [8] is not just an XML-based user interface markup language, but an applica-
tion markup language, as the program logic and styles are also embedded in the 
XAML document. Functionally, it can be seen as a combination of XUL, SVG, CSS, 
and JavaScript into a single XML schema. Some people are critical of this design, as 
many standards (such as those already listed) exist for doing these things.  

Generally, this approach is based on the fact that most mobile terminals support 
browsers that are also referred to as micro-browsers. In fact, there is relatively large 
number of mobile OS and then developers will usually have to redesign an application 
for different OS when they want to install the application across different mobiles 
terminal type.  

We estimate that an internet connection and a web browser on a mobile terminal 
aren’t sufficient for service provision in pervasive environment which user should 
directly interact with [9]. A web browser couldn’t support all services or their dy-
namic adaptation according to user profile or other parameters. 
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2.3   Non-application Oriented Approach  

This third approach which corresponds to our concept is similar to the previous one 
mainly in separation of the UI from the application. In both approaches a user inter-
face description could be used to realize this separation. However, the previous ap-
proach uses a web browser as a client to parse the interface description and to display 
the UI, but this approach allows other specific client to display the UI. Several UI 
description languages are proposed, among them: 

2.3.1   UIML 
UIML (User Interface Markup Language) [10] is an XML language for defining user 
interfaces on computers. Basically UIML tries to reduce the work needed to develop 
user interfaces. It allows you to describe the user interface in declarative terms (i.e. as 
text) and abstract it. Abstracting means that you don't exactly specify how the user 
interface is going to look, but rather what elements are to be shown, and how should 
they behave. In theory then you could use that description to generate user interfaces 
for different platforms, like PDAs. In practice, the different capabilities of those dif-
ferent platforms make a complete translation difficult.  

2.3.2   UsiXML 
UsiXML (which stands for USer Interface eXtensible Markup Language) is a XML-
compliant markup language that describes the UI for multiple contexts of use such as 
Character User Interfaces (CUIs), Graphical User Interfaces, Auditory User Inter-
faces, and Multimodal User Interfaces.  

In other words, interactive applications with different types of interaction tech-
niques, modalities of use, and computing platforms can be described in a way that 
preserves the design independently from peculiar characteristics of physical comput-
ing platform. 

The level of abstraction used in UIML and UsiXML is too low that it implies the 
description of the interface for each target device. In another hand, those languages 
perform the description of the UI from the graphical display viewpoint but the remote 
functionalities are not well processed. In the case of UsiXML a local dynamic interac-
tion is proposed but it is not sufficient to make a remote invocation. 

In order to deal with a dynamic user interface for pervasive services, independent 
from application, we are proposing a novel UI description language based on service 
abstraction model (SAM). In this paper we will focus mainly on SAM. 

3   Service Abstraction Model 

A service model should facilitate connections between user related parameters, con-
text management features and service provider constraints. In [11], author has pro-
posed an UML model for mobile service. This model is performed for mobile service 
in order to make easier mobility management (user mobility across different devices) 
and then service continuity.  

In that sense, we propose a Service Abstraction Model (SAM) for assistive perva-
sive services which contains 3 main parts (fig. 2): 
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Fig. 2. Service Abstraction Model Components 

3.1   Service Logic Code: SLC 

SLC is the program code and data that constitutes the dynamic behavior and provides 
the functions of a service. Obviously, it could have relations with external compo-
nents depending on the requirement of the service programming itself (hardware 
components, external dependency, service provider…).  

3.2   Service Interface: SI 

The SI illustrates the description of the service in term of interactions and functional-
ities. It answers the following question: how we can use the service. The User-Service 
Interaction is based on this SI since it represents the interlocutor between user and 
service core. The SI combines two main interaction types: 

• Interaction Interface: represents an abstract description of the GUI of the service. 
There are several description languages which perform this type of interaction such 
UIML (as described above). 

• Interaction Logic: represents the description of logic functions invoked by the user 
client during the user-service interaction phase. Its role is equivalent to the WSDL 
language in web services. 

Concretely, SI is a file containing the description of interactions described above. 
When the service is discovered by the user end-terminal, its SI file is downloaded and 
interpreted by the suitable software to display the GUI. SI realizes a separation be-
tween the core and the interface of the service. We adopted this separation to perform 
the adaptation and personalization of the user interface to its SP, end-terminal and 
context of use. Besides, this separation is essential and very useful while creating a 
dynamic, tangible user interface based on the fusion of different service interface. 

3.3   Service Profile: SP 

The SP should contain a description of different attributes and proprieties a service 
can have. Those properties could be classified into two categories: 
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− Characteristic properties of the service: all what characterizes the service itself. 
Among them, we mention: service description (what it can do), location, type of 
contents (video, audio), supported communication mean (i.e. SOAP, RMI…), etc. 
Other properties could be added here such as security or quality of service aspects 
(security level, priority regarding emergency cases, Time to Live…).  

− Properties describing possible dependency with external entity. Each entity is con-
sidered as a category. Those are some example of dependency: 1) Dependency on 
the user and his profile. Attributes already defined in the UP will be reused here in 
order to make the link between user and service; i.e. a service could be provided 
only for specific user or the contrary (e.g. blind person don’t need a “lamp” ser-
vice, or user with very low hand force should be provided with the suitable corre-
sponding service).   2) Dependency on resource. In this part, we can express some 
service requirement in term of resources the user must have to run the service. 
Those requirements vary from end-terminal (e.g. minimum screen size) to in-
put/output device (microphone, loudspeaker…). 3) Dependency on other services. 
This is important to manage service dependency and coexistence; two services re-
quiring both exclusively the use of a resource couldn’t coexist actively together. 4) 
Dependency on external component such as effectors (lamp, elevator) or sensors. 

Many other properties could be added, be it alone or as a category. The SP represents 
the interlocutor between the service platform and the service core especially while 
filtering and discovery operation. 

4   Architecture 

We present in this section an over view of our architecture as shown in figure below 
(Fig. 3). We have presented in this paper one of its component SAM in section 3. The 
context aware module has the charge of inferring the contextual situation and predict-
ing the potential activity of the user [12]. The user profile module feeds the system 
with user requirements, preferences and physical capabilities. The interaction handler 
manage the interaction of the user with the physical interfaces like keypad, trackball, 
or any other specific device used by the user to interact with his environment. The 
user environment interaction reasoner is the heart of the system; it combines elements 
from previous listed modules to make a decision about the look and feel of the GUI 
and the organisation of the contextual-information-based services. GUI is the outcome 
of this process and it is adapted to the display device (PDA, tablet PC, TV, etc) and 
personalized to the user preference and capabilities. 

 

User Environment Interaction Reasoner

Graphical User InterfaceContext Aware Module  User Profile Module 

Interaction Handler Service Abstraction Model 
 

Fig. 3. General architecture 
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In the section below we will present the development realized and the implementa-
tion of our concept within a general demonstrator realized in laboratory conditions. In 
order to validate this demonstrator and get feedback from end-users, we have exhibited 
the system during the 5th Workshop on smart homes held in INT in February 2006. 

5    General Demonstrator 

As illustrated below (Fig. 4), the idea was to build sveral living environments in order 
to test the service discovery function and its impact onthe dynamicity of the user inter-
face. The designed environment is composed on two indoor living spaces (kitchen and 
living room), and one outdoor environment representing a bus station service (check-
ing bus timetable on line) and remote action on traffic light crossing button. 

   Coffee
machine

kitchen
Kitchen X10 motion

Living

Living room

Lamp

Bluetooth AP

Outdoor  environment

Room light

TV

detector

Wifi AP

Light

Radio

RFID tag

RFID reader

Indoor environment
 

Fig. 4. Experimental Platform 

The realized scenario was to fix a tablet PC on the electrical wheelchair of the user 
and an RFID Tag used to identify the user (user profile). The tablet PC was connected 
via WIFI network to a home hub and a presence detector was used to locate the user. 
The mapping between the user preference, his location and the discovered service 
allowed generating a specific Graphical User Interface in each environment according 
to each user. In our case three different profiles was experimented. 

This demonstrator permitted to highlight the constraint of having a changing GUI 
for the user. This could not be acceptable in the case of large number of services, 
maybe due to the difficulties to handle in real condition. Actually we are deploying 
this platform in a residence of people having severe disabilities (four limbs impair-
ments) in collaboration with local association near INT in order to evaluate the ac-
ceptability of a dynamic user interface on different mobile devices (PDA, amrt phone 
and Tablet PC). 

6   Conclusion 

This paper described our approach for designing dynamic user interface which could 
be a solution when considering a pervasive living environement aiming at handling a 
lerge number of devices and applications. UI is a crucial issue in term of accessibility 
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for independent people where the personnalisation issue is highly requested. We have 
outlined the difference between existing approaches and have discussed how they 
could fit with our concept of developing adaptable user interface in assistive living 
environment. We have detailed our approach which is based on service abstraction 
methodology and the impact on building dynamic user interface. 

We are actually focusing on the implementation of the proposed solution and its in-
tegration within a smart home prototype dedicated to dependent people. In short term 
objective, we are aiming at proposing a markup description language taking into con-
sideration the proposed Service Abstraction Model.   
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Abstract. To foster the mobility of people with cognitive impairements, cogni-
tive orthoses on mobile devices can have a major impact on patients and care-
givers quality of life. But patient and caregivers must be implied in the process
of design such orthoses. In this paper we describe an iterative process relying on
a user-centered approach. On the one hand, it enabled to improve the design and
usability of an existing mobile cognitive orthosis. On the other hand, it provide
invaluable clues and hints to new context-aware features. Caregivers and patients
were deeply involved in the process and two studies were conducted in a real
setting with people with schizophrenia and people with head traumas.

Introduction

The ageing population of our modern societies and the future explosion of the number
of the persons with cognitive impairements (CI) leads to a real problem in terms of care
at home. Pollack [12] in her discourse to the US senate, proposes to use the technology
to maintain the autonomy of people and solve a part of this problem. Daily mobility is
one crucial part of the autonomy. People with CI encounter specific handicap situations
while outside due to planning, memory or attention disorders. Cognitive orthoses aims
to alleviate the autonomy of people with CI. Their focus is usuably put on providing
simple enough user interfaces.

To foster the mobility of people, many cognitive orthoses have been developed.
NeuropageTM uses a pager to send text messages to a pager on a preprogrammed
day and hours [4]. Its main advantage is the simplicity of its use. But its features are
very limited. Instead of using a pager, Kim proposes the use of PDAs (personal digital
assistants)[6]. The use of PDAs allows for richer assistive features.

For instance PEAT, couples a dedicated planner to visual and audiophonic infor-
mation associated[7]. But its graphical interface is fairly complex, particularly with
respect to the use of menus. Thanks to current advances in technology, more sophis-
ticated functionalities will be available without overloading the orthosis usability. For
one, Carmien’s team mobile application is a context-aware service for memory impaired
persons[1]. It offers a context-aware service for memory impaired persons. This appli-
cation enables the user to obtain information on the next and the previous steps of an
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activity. “Opportunity knocks” [9] shows how advanced artificial intelligence systems
can provide cognitive assistance to the people with Alzheimer-type dementia.

Since 2003, DOMUS is developing systems on PDAs for people with CI. They sup-
ply on the one hand cognitive assistance and tele- monitoring for activities of daily
living for people with CI and on the other hand tools to gather ecological medical data
[10,2]. A special attention was put on user interfaces [3]. Once we had the first versions
of these applications at hand, we started an iterative process based on a user-centered
approach and extensive communication with professional caregivers and patients. The
aim is to use the full-capacities of current mobile devices to fulfill the ubiquitous needs
of user with CI and their caregivers. After a first experimentation with people having
schizophrenia, a second iteration is under progress for people having head trauma.

This paper presents the user-centered iterative process and the enhanced and new
mobile system features upon those two iterations.

Section §1 presents the current state of the MOBUS application. Section §2 describes
how user-centered design enabled to design MOBUS. Section §3 is about the MOBUS
configuration system. Last section describes future works identified thanks to the user-
centered design.

1 MOBUS, a Mobile Orthosis to Help in Daily-Living Activities
and to Keep in Touch with Proxies

Targeted populations. MOBUS targets people with cognitive impairments, such as
schizophrenics, people with head traumas (TCC), people who suffered from a cerebral
vascular accident (CVA) and persons with Alzheimer’s disease. Those four populations
share commons effects, but also present some idiosyncrasies (table 1). One challenge in
developing a cognitive orthosis for these populations is to take into account differences,
and generalize functionalities at the same time to get a single application.

Table 1. comparison table of cognitive impairments encountered among the population with
TCC, CVA, or schizophrenia

criterion DTA TCC AVC schizophrenia

impairements

cognition memory
mood mood

behaviour behaviour
motor -

age senior young adult adult and senior young adult
disease evolution degenerative stable stable-

enhancement
enhancement

under medication

MOBUS. MOBUS is a mobile orthosis involving at least two PDAs, one for the patient
and one for each caregiver. It was designed to be as simple as possible. To increase
the ubiquity quality, PDA may be replaced by smartphones. A smartphone is a phone
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with some PDA functionalities. The advantage is the ubiquitous internet connection
provided by the GPRS1 functionality. MOBUS is based on a client-server architecture
[3]. MOBUS has four main functionalities.

Activity recalls. This functionality (Fig.1) enables the patient to consult at any time
activity recalls. Activity recalls are decided together by the patient and his caregiver.
Caregiver enter them using their MOBUS-device. When the patient completes an activ-
ity, he validates it on his MOBUS-device. Caregivers can supervise on their PDAs the
completion of the activities. They can also manage them: creation, modification, etc.

Symptoms notification. Thanks to the symptom functionality, MOBUS users can record
specific symptoms when they feel them, by choosing one in a pre-recorded list and eval-
uating its intensity on a predefined scale. The application automatically registers date,
symptom and intensity. Such is then available for analysis by caregivers and doctors.

Assistance request. If a patient experiments technical or personal problems he can ask
for assistance to his caregivers who can accept or decline the request (Fig.1).

Contextual Assistance. The main goal of contextual assistance is to provide informa-
tion depending on a context designed by the place and the current activity(Fig.1). In-
formation is displayed with pictures or text. When the user goes to a predefined area,
MOBUS displays the saved information related to the current activity, such as security
rules, orientation help, bus scheduling, etc.

Fig. 1. activity recall, assistance request and contextual-information functionalities of the
MOBUS-patient application

2 Use of a User-Centered Design: Development of the
MOBUS-System

2.1 User-Centered Design (UCD)

To fulfill the needs of the end-users of MOBUS, we decided to apply a user-centered
approach (ISO 13407). This design philosophy places the user as a central pillar of

1 General Packet Radio Services – standard that permits internet connection over a GSM
network.
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the development process, and allows the final user to be active in the development.
Following user-centered design2, we focus on the particular concerns of the cognitive
impaired people. Those concerns are the cognitive factors such as perception, memory
and learning. Not only do we need to analyze how users are likely to use our interface,
but also to identify how the users behave in their environment.

According to [13] “UCD is [...] considered, in a broad sense, as the practice of the fol-
lowing principles, the active involvement of users for a clear understanding of user and
task requirements, iterative design and evaluation, and a multi-disciplinary approach.”
The goal of UCD is to get a product with a high degree of usability. According to
ISO 9241-11 usability is the “extent to which a product can be used by specified users
to achieve specified goals with effectiveness, efficiency and satisfaction in a specified
context of use.” [5].

The user-centered philosophy recommends a process in steps. First one should an-
alyze several criteria such as the final users, their environment, the needed function-
alities and their scenarios, the existing similar projects, etc. This analysis leads to the
design of the architecture and the thought about metaphors to employ. Design includes
a prototype development from a paper prototype to a functional prototype. Finally, the
implemented prototype should be evaluated, in the final users’ environment to get eco-
logical data. The design and evaluation steps should be iterated long enough to get a
final prototype and to implement the final product.3

2.2 Goals of the Use of UCD

We highlight four goals of the use of UCD for MOBUS. First, it is to improve MOBUS,
by adding some functionalities and perfect the existing ones. Then, it is to satisfy the
needs of people with cognitive impairments by collaborating with them and their care-
givers. Third, it is to evaluate if MOBUS fulfill these needs. And the last goal is to plan
out the future needed functionalities.

2.3 User-Centered Design Adapted to MOBUS

User-centered design as it was previously described needs to be adapted to the popu-
lation we are targeting [8]. Population with CI may share common deficits, but their
individual particularities are also stronger than among a traditional population of users.

The user-centered approach is adapted to the MOBUS application according to three
constraints of the targeted population. First, the use of MOBUS needs a couple of users
which makes it more difficult to evaluate and adds complexity to the design. Second,
the main user has cognitive impairments which often induce lack of introspection. This
causes difficulties to evaluate the system and to analyze the needs of the user. Finally, the
evaluation is even more complicated as we need ecological data. This implies that the
researchers can not be present during the use of MOBUS. This avoids the introduction
of biais like using the activity recall because the researcher presence remembers it.

To side step this difficulties, questions which need introspection are asked to the
caregivers, and the patients are evaluated in action. Questions may also be asked while

2 http://www.stcsig.org/usability/topics/articles/ucd
3 http://www.w3.org/WAI/redesign/ucd
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the patient and his caregiver are both present, and caregiver helps his patient to answer.
Also, to get information about the application use despite the lack of memory and in-
trospection of people with CI, we study logs from the MOBUS system, therefore we
collect data such as when the users clicked and where with high precision.

User-centered design advices to use a multi-disciplinary approach. To fulfill this rec-
ommendation, we were helped by medical staff (neuropsychologist, psychiatrist, edu-
cators) and by the final users themselves. According to the constraints explained above,
the multi-disciplinarity of the UCD is well adapted.

2.4 Methodology

UCD advocates three steps iterations (analysis, design and evaluation) until the product
satisfies its objectives. We are currently conducting the second iteration of MOBUS.
The first iteration enabled us to evaluate the system with a schizophrenic population,
whereas the second one is currently done with people who suffered from a vascular
accident or a cranial traumatism.

Analysis. A challenge of MOBUS is to be as simple as possible, and adapted to people
with cognitive impairments. Analysis of the target populations and their needs takes
an important part in this phase. Caregivers were the most valuable persons to whom
we were able to ask our questions and with whom we were able to discuss about the
functionality needed by people with CI. So we organized appointments with them, for
each of the experimentations. Finding useful functionalities was possible via scenarios.
We told the caregivers what kind of functionalities we could develop, and by thinking to
their patients, they could give us scenarios around this functionalities and how we could
improve them. They may then propose new functionalities and we were able to tell them
if it was technically realizable or not. We did not recruite participants ourselves. The
caregivers were in charge of recruitment because first they know better their patients
and their abilities to participate to the research and second it is hard to recruit people
with CI as the population is limited in number.

Design. During the design phase, we thought to the functionalities studied with the
caregivers, taking into account their advices. We worked at designing those functional-
ities, still with the constraints to have a very simple interface on a small screen. We also
met the caregivers during this phase, in order to validate modifications. Then we could
implement a simple prototype, to be evaluated with the final-users.

Evaluation. To evaluate technology with people with cognitive impairments is difficult
and restrictive (§2.3). We had to adapt the evaluations to each of the targeted popula-
tions. We organized two different experimentations, one for each cycle. The first ex-
perimentation with three schizophrenics lasted a week. A first individual appointment
was organized with the participants, who already knew about the experimentation. Re-
searchers were able to explain the evaluation in details, talk with the participants, fill
in questionnaires and get used to the equipment. During a week, participants used the
mobile orthosis and tested the functionalities. At the end, they gave their feedbacks. A
week was enough because the targeted users were young and used to technology. They
quickly learned how to use MOBUS.
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The second experimentation is under process. MOBUS is evaluated with people who
suffered from a vascular accident and people with cranial traumatism. We evaluate
MOBUS with four of them presently. We decided to add a learning phase, where we
teach the users how to use MOBUS. There are two reasons to this addition. First, par-
ticipants are not confident with this kind of technology because they do not use it daily.
Second, they have problems to include the orthosis in their habits and to remember to
use it, because they need time to get used to novelty. By using scenarios, the patient can
learn how to handle the system. On our side, we can take notes and control the evolution
of the learning, appointments after appointments. We planed the learning of the system
on four to six meetings of twenty to thirty minutes each. When a participant could re-
member enough information, then he may be able to use the system for a week, daily.

Data collection is a major step in the evaluation phase. We elaborated several ques-
tionnaires, forms and interviews to be applied all along the experimentation. Question-
naires are filled before the experimentation, to get to know the participants habits, after
the learning phase (for the second experimentation) to get their feelings about it, and
finally after the experimentation, to evaluate the interface of the system, and collect
their ideas and critics about the evaluation and MOBUS. Forms are mainly used during
the learning phase. During this phase, one of the researchers exposes a scenario to a
patient, and the patient has to use MOBUS as if he were in that situation (i.e.: You are
at home and you want to know what your next activity is, what do you do?). The other
researcher notes the observation and critics of the user on special forms. This enables to
study how MOBUS is used and how the user retains information all along the learning
phase. Finally, we have two interviews. The first one is scheduled before the experimen-
tation to answer the user’s questions and reassure him. The final one takes place after
the whole evaluation. It is the major interview because contrarily to questionnaires with
static and bounded questions, here, there is just a guiding line which leaves the patients
free to give their opinion. It is easier for them to expose their critics and ideas.

2.5 Results

Thanks to the UCD, we fulfill our first three goals : develop and improve MOBUS func-
tionalities, with the collaboration of caregivers and people with CI. The collaboration
with a psychiatrist led us to the implementation of symptoms evaluation functionality.
Patients often have side-effects due to medication or to the cause of their impairment
(cranial traumatism, schizophrenia...). But because it is hard to trace those effects, it
was difficult to associate them to a particular moment of the day or to a specific medi-
cation. We implemented the symptoms evaluation, allowing to evaluate a symptom by
its intensity, and to trace those symptoms.

To simplify the understanding of activity recalls, it was advised to use colors. A green
recall is an activity in time, a yellow one means the activity needs to be started, and a red
one is a late activity. At the beginning, the change of color was automatic (at predefined
percentages of the activity). But this was too restrictive. We modified the functionality
in order to enable the caregivers to configure when the recall needs to change its colors.

The collaboration with the caregivers enabled us to refine the contextual assistance.
After presenting hypothetic scenarios using GPS and the limits of the device, pro-
fessional caregivers gave us three kinds of scenarios more valuable: recommendation
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scenario, instruction scenario, and specific information scenario. The recommendation
scenario is based on a simple observation: in their daily activities, people with CI some-
times need recommendations in order to increase their security. For example: someone
often goes to the stadium with his child to watch a football game. Caregivers want to
remind some recommendations in this specific context such as waiting for everybody
to leave the arena.

The instruction scenario provides information on the accomplishment of a specific
daily activity. For example, when the person often patronizes a building like a rehabil-
itation center, and can’t memorize how to access a specific office, the application will
provide a map to help him find the way. This notion is akin to the research of Carmien
[1] which suggests the definition of daily scenarios to the users and gives step-by-step
information to realise them.

Sometimes people need specific information like bus timetable, or direction in some
area where choices are difficult like crossroads. The information can not be associated
to a particular time-defined activity. The location is precise enough to define the infor-
mation to be displayed.

3 Configuration

Adaptation to targeted population is one of the most important goals of the research
team. To be able to fulfill the needs of any user, we chose to enable high configuration
of the system. MOBUS can be configured according to two types of configuration. The
first one concerns the individual needs of the users whereas the second concerns the
general needs of a population.

Individual configuration enables MOBUS to be adapted to the user and its capacities:
for example, some users will be confident enough with only two activity recalls as
shown on Figure 1 whereas others would manage with four or five recalls on the screen.
MOBUS can also be adapted on several aspects: colors of recalls of activities, number
of recalls, type of symptoms, area of contextual information, etc.

On the other hand, MOBUS can be configured to show only some of its function-
alities. As it was introduced about the targeted populations, users may have common
or different consequences of their disabilities. It is very difficult to draw up a typical
portrait of the targeted population[11]. So functionalities may be available for some of
them but not for the others. A user with schizophrenia may not need orientation help,
while someone with a cranial traumatism may need it.

4 Future Works

To achieve the third goal, we need to study the results of the experimentation. But
some technical improvement are already identified. For example, the development of
the symptom history interface for the caregivers has already started and will be tested
in the third process iteration. The next step of the development includes several points
of research. First in order to increase the efficiency of the activities recall, the appli-
cation needs an intelligent planning. As for the contextual information assistance, the
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contextual knowledge will be improved by using web services including weather infor-
mation and transportation one.

Finally, a configuration system will have to be developed on standard PC platforms.
The limitation of the smartphone or PDA (interface and weaknesses of computation
resource) and the sophistication of the patient application lead to a difficult gathering of
the functionality design and to an increasingly complex interface for the helper system.
This development enables to establish basis of future work on statistical exploitation of
the data collected by MOBUS.

5 Conclusion

We have developed an application in order to assist persons with cognitive impairments
in their daily activities. The design and features of the mobile application is results
from a user-centered approach. Two usability studies were performed4. Using the UCD
approach enables us to fulfill more adequately the needs to the users and to ensure that
people with cognitive impairments are able to use MOBUS.
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Abstract. In an Assistive Eenvironment (AE), explicit/obtrusive interfaces for 
human/computer interaction can demand exclusive user attention and, often, re-
placement of them with implicit ones embedded into real-world artifacts for in-
tuitive and unobtrusive use is desirable. As a part of solution, Context 
Aware can be utilized to recognize current context situation from a combination 
of low-level sensed contexts. Assuming the current context recognized, this pa-
per tackles the next logical step of "the prediction of future contexts". This in-
formation allows the system to know patterns and their interrelations in user 
behaviour, which are not apparent at the lower levels of raw sensor data. The 
present paper analyzes prerequisites for user-centred prediction of future con-
text and presents an algorithm for autonomous context recognition and predic-
tion, based on our proposed Fuzzy-State Q- Learning technique as well as on 
some established methods for data-based prediction.  

Keywords: Context aware, assistive environment, prediction, Fuzzy-State  
Q-learning. 

1   Introduction 

Assistive environment (AE) is a physical space that can gather one or many people 
with disabilities and their needed Assistive technology (AT), and should be able to 
provide users with accessible services and activities they want to perform using exist-
ing (AT) and emerging technologies. Assistive environment is rapidly evolving from 
a proven concept to a practical reality. In deed, advances in smart devices, mobile 
wireless communications, sensor networks, pervasive computing, machine learning, 
middleware and agent technologies, and human computer interfaces have made the 
dream of assistive environment (AE) a reality. An important characteristic of such an 
intelligent, ubiquitous computing and communication paradigm lies in the autono-
mous and pro-active interaction of smart devices used for tracking user’s’ important 
contexts such as current and near-future locations as well as activities. Context 
awareness is indeed a key to build a smart environment and associated applications. 
As for example, the embedded pressure sensors in the Aware Home [1] capture in-
habitants’ footfalls, and the system (i.e., smart home) uses these data for position 
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tracking and pedestrian recognition. The Neural Network House [2], the Intelligent 
Home [3], the Intelligent House_n [4] and the MavHome1 [5] projects focus on the 
development of adaptive control of home environments by also anticipating the loca-
tion, routes and activities of the inhabitants. Intelligent prediction of such contexts 
helps in efficient triggering of mobility-aware services. From this background we 
have lead the interest of applying similar predictive technology in order to trigger 
assistive –aware services and ensure their adaptation to people with disabilities. 

In another hand, in assistive environment, Context prediction ultimate goal consid-
ers making possible proactive devices and device interfaces that go some way towards 
the provision of the user’s intentional service with an optimal delay, or to anticipate 
some assisted user’s tasks in order to automatically perform it. Context Prediction 
seems more interesting area when applied to assistive environment especially if it 
could bring right environment organisation in some critical situation (dangerous). 
Some research perspectives on possible context architectures provide helpful insights. 
In particular, [6] reasons that context monitoring and reasoning are resource consum-
ing, and that to address this issue perhaps distributed and peer-to-peer approaches 
could be used. Authors also raise the important issues of prediction sharing, where 
individuals or their environments may have access to the contexts, context histories 
and/or context predictions of others. In their research, Petzold et al. focus also on 
context prediction based on previous behaviour patterns. Their proposed prediction 
algorithms originate in branch prediction techniques (known from the area of proces-
sor architecture), which are transformed to handle context prediction [7]. Their 
evaluation shows that the proposed context predictors exhibit issues in their ability to 
learn complex patterns.  

Applied to assistive environment, The Aware-System [8] seeks to reduce the time 
difference between current controlled communication devices and actual conversation 
by utilizing the conversational prediction model developed by Norman Alm [9]. Un-
fortunately, this system addresses an only conversational issue which is one single 
parameter of communication services and in the way it is designed it can not be ex-
tensible to predict many users’ services such as home control, transportation, emer-
gency, etc.  

To deal with context aware application, several frameworks have addressed the 
problem of context redesign and modelling. [10, 11, 12]. However, none of them has 
focused the stress on context prediction. In SOCAM [13] and Cobra [14], which are 
based web semantic modelling for inferring high-level context from raw information 
stored in a data repository, authors have applied a web semantic ontology for design-
ing context aware appliances for smart environment. Their approach has many advan-
tages in terms of knowledge sharing and reasoning with contextual situation, but does 
nor support assistive services that need to be adapted into handheld and resource-
limited end users devices. A recent work elaborated by [15], uses Markov model 
patterns to allows prediction of abstract contexts in order to help computer systems to 
proactively prepare for future situations. Their theoretical model is strongly described 
but does not offer simple implementation API in order to be applied to assistive  
environment. 

The contribution of this paper deals with a new algorithm for context aware assis-
tive services prediction and its integration into a context aware framework supporting 
acquisition, interpretation, storage and reasoning about relevant context. The outcome 
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of this framework is a set of contextual situation that will be considered as input for 
our reference context predictive algorithm in order to predict with the right accuracy 
future contexts recognized with uncertain data. 

2   Methodology 

2.1   Markov Decision Process and Uncertainty 

Our problem is to discover human’s life pattern based on the sequential tasks. Thus, 
Markov process would be an appropriate solution, since it can be described by the 
states and their transition and assumed that the transition from the current state to the 
next state depends upon only current one. Moreover, it enable us to decide which state 
is the most likely one next time, i.e., gives us an optimal strategy for prediction. Thus, 
it is an appropriate way to optimize the behavior with Dynamic Programming or  
Q-learning [16], [17]. 

For this problem, however, we cannot apply Dynamic Programming or Q-learning 
technique directly because the states often lie in uncertain situation and in that case 
such methodologies may not apply. It goes without saying that probabilistic approach 
for Markov Decision Process, such as HMM, has an inherent danger in handling un-
certain situation, due to the possible conceptual conflict between uncertainty and 
probability[18], [19]. Thus, it is strongly required to bridge the gap between the exis-
tence of the state and the uncertainty in their nature. The key lies in fuzzy theory, 
because fuzzy concept is a strong mathematical tool for dealing with uncertainty. 
There were several studies [16], [20], [21] on how to handle the situation that the 
states lie in ‘uncertain’ situation in the field of fuzzy-related Q-learning. To deal with 
this problem, Modified Q-Learning Method with Fuzzy State Division [16] claims an 
appropriate solution based on the expert’s knowledge, which seems apt for our prob-
lem. However, we have no expert to provide the life pattern, i.e., we have no idea on 
how to categorize it. 

Thus, in the next section, in consideration of this fuzzy and categorizing techniques, 
we propose a combined approach, Fuzzy-State Q-Learning, to conduct the underlying 
uncertainty to the state based on the categorization by fuzzy-clustering technique. 

2.2   Fuzzy-State Q-Learning 

Fuzzy-State Q-Learning is an extended version of Modified Q-Learning Method with 
Fuzzy State Division [16], aiming not only to deal with states under uncertain situa-
tion, but also to exploit concurrent pattern from them. 

The procedure starts with the initialization, in which the two parameters for  
Q-learning and the number of fuzzy partition C are to be set. The number of fuzzy 
partition decides how many linguistic descriptions are needed to reflect model’s un-
certainty. For example, if there is two kinds of attributes, temperature and time, then 
in Step2, by setting C=3 we will obtain three kinds of fuzzy partitions from the given 
data in the space of two attributes. Step3 mostly follows a general process of Modified 
Q-Learning Method with Fuzzy State Division; Starting from the current state, select-
ing an action by moving to the next state for maximizing an expected reward in fuzzy 
manner, and then update the current state’s Q-value. 
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Fig. 1. Fuzzy-State Q-Learning : Modified Fuzzy Q-Learning Algorithm 

We use the term “fuzzy Q-value”, instead of Q-value. Since state lies in an uncer-
tain situation categorized in Step2, each state’s fuzzy Q-value is consisted by C kinds 
of sub-Q-values, each of which corresponds to the fuzzy membership value. Thus, the 
fuzzy Q-value for the action can be calculated by the linear combination of them. And 
then the update is conducted by the general rule of Modified Q-Learning Method with 
Fuzzy State Division, except the fact that the learning parameter is controlled by the 
corresponding fuzzy membership value, i.e., certainty. 

Example: Fig.2 helps an intuitive understanding. Suppose that our task is to build a 
service robot caring “George”. If robots’ observing states could be defined by 
“drinking coffee”, “watching TV”, and “having a meal”, then the corresponding action 
would be interpreted as “serving coffee”, “turning on TV”, and “serving a meal”. 
Again suppose that each state lies in time and temperature lines, then our George’s life 
pattern can be described in two dimensional space defined by them. Thus, as a result of 
Step 2, we will get the categorization of the George’s life pattern, such as “When cold 
morning, George usually drinks coffee.”, “When cold afternoon, George likes to watch 
television.”, “When hot morning, George likes to watch television.”, and “When hot 
evening, George usually enjoy a meal.”. In Step3, from the habits obtained from 
George, we are able to make a connection among them. Indeed, it will enable the robot 
to predict what George wants next, based on the previous action he took. As a 
consequence, serving coffee on 15:00 O’clock under the temperature of 5 can be 
quantified as the linear combination of “serving coffee on cold morning with certainty  
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level of 0.2”, “serving coffee on cold afternoon with certainty level of 0.7”, “serving 
coffee on hot morning with certainty level of 0.02”, and “serving coffee on hot 
afternoon with certainty level of 0.08”. 

 

Fig. 2. Elements of Fuzzy-state Q-Learning and their linguistic descriptions 

2.3   Remark on Convergence 

If we substitute fuzzy Q-value by Q-value in Fig.1, then the learning equation will be 
the same form as the one in Q-learning. Because we use the normalized fuzzy mem-
berships, whose summation is one, the linear combination of sub-Q-values with fuzzy 
membership coefficients becomes convex hull. Therefore, the fuzzy Q-value lies in 
the convex hull consisted by sub-Q-values 

( , ) ( , )jFQ s a convex hull of Q s a∈ . (1) 

It means that fuzzy Q-value is equal of less than the maximum value of sub-Q-
values, such that 

| ( , ) | max | ( , ) |j
j

FQ s a Q s a≤ . (2) 

By substituting with the upper bound of (2), we get 
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If we consider j-th sub-Q-values as general term of Q-value, then 

{ }
'

( , ) max ( ', ') .Q s a r Q s a
α

α γΔ ≤ +  (4) 

Now we are back to general Q-learning problem in which the convergence is proved 
[17]. Thus, fuzzy Q-value in the learning rule of Fig.1 is a convergent sequence. 

3   Prototype 

The following scenario illustrated in the figure below is aiming at validating our con-
cept into an integrated demonstrator settled in the lab environment. The application 
consists on providing a user, having an electrical wheelchair; three different unknown 
contexts specified with :( outdoor-bus station, indoor-home_room1 and indoor-
home_room2). The mobile HMI, based on a PDA, a Tablet PC and a smart phone 
mounted on the wheelchair, discovers the services according to corresponding context 
and to the user profile formalised in an RFID tag. Three types of services are pro-
vided: bus station schedule and traffic light status in context 1, lights in context 2 and 
lights and TV in context 3. In addition the HMI permanently controls the arm robot 
which is mounted on the wheelchair. An extension to wheelchair control is also 
planned. The aim of our predictive algorithm is to interact with a context framework 
developed with JAVA OSGI bundle and predict the next context (so the next task or 
service) based on the current context situation provided by the context framework. 

Context 1

Context 3Context 2

Moving
Prediction

Moving

Prediction

RFID TAG: 
User Identified

Moving

predictio
n

Radio X10 
SensorsOntology

Rules
HMI update

Ontology
Rules

HMI update

 

Fig. 3. Prototype scenario 
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4   Simulation Results 

We consider 5 kinds of task ; “Serving a meal”, “Turn on TV”, “Serving Coffee/tea”, 
“Turn on PC”, “Preparing a bath”. Since each task can be executed several times, we 
define binary state description, where each of the state is represented by 5-bit number. 
Thus we have 32 states. 

Lifepattern DB, which consists of 157 tasks, was collected during 2 weeks. 78 tasks 
were used for training, while 79 used for testing. The results are shown in Table1. It is 
noticeable that there are unavoidable cases causing errors, e.g., several tasks are exe-
cuted in the same time unit, or different tasks were executed on same time but differ-
ent day. Despite of these difficulties, fuzzy-state Q-learning shows 72.1% success 
rate, whereas Q-learning shows the performance of 49.3%. 

Table 1. Simulation results: Life pattern prediction 

Algorithm Parameter setting Success Rate (%) 
Q-learning 0.1, 0.07, 1rα γ= = = ±  49.3 
Fuzzy-state Q-Learning 0.1, 0.07, 1, 30r Cα γ= = = ± =  72.1 

5   Conclusion 

This paper seeks to figure out methodology design in order to deal with context pre-
diction applied to assistive environment (AE). We outlined the transformation of the 
context prediction challenge into different mathematic solution and argued the con-
vergence of fuzzy Q-value.  

We presented also an architecture that supports the context prediction and its inte-
gration with assistive environment domain. 

We are actually dealing with implementation and integration of the concept into 
real living environment (residence of people with disability). 
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Abstract. We consider the problem of assisting vulnerable people and
their carers to reduce the occurrence, and concomitant consequences,
of accidents in the home. A wireless sensor network employing multiple
sensing and event detection modalities and distributed processing is pro-
posed for smart home monitoring applications. Distributed vision-based
analysis is used to detect occupant’s posture, and features from multiple
cameras are merged through a collaborative reasoning function to de-
termine significant events. The ambient assistance provided will assume
minimal expectations on the technology people have to directly interact
with. Vision-based technology is coupled with AI-based algorithms in
such a way that occupants do not have to wear sensors, other than an
unobtrusive identification badge, or learn and remember to use a specific
device. In addition the system can assess situations, anticipate problems,
produce alerts, advise carers and provide explanations.

1 Introduction

A growing application in which sensor networks can have a significant impact
on the quality of the service is monitored care and assisted living. Traditional
solutions in the ‘Smart Home’ domain limit the independence of the person re-
ceiving care. However, networked sensors can collaborate to process and make
deductions from the acquired data and provide the user with access to continu-
ous or selective observations of the environment. Thus these networks have the
potential to dramatically increase our ability to develop user-centric applications
to monitor and prevent harmful events.

Whilst there had been research conducted in the use of Smart Homes to
enhance the quality of life for senile dementia patients [1], users have to explicitly
interact or wear different devices. Here we report a framework which overcomes
those strong assumptions but still can help with care provision by detecting
hazardous events and notifying carers. We focus on the propensity of the elderly
to suffer falls [2]: a) they are a major cause of disability and loss of independence,
causing fractures, head injuries, pressure sores, depression and social isolation,
b) they are the main cause of accidental death in this group. Approximately
30 percent of the people over 65 years living in the community face an accidental
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fall each year, while the number is higher in institutions. Although less than
10 percent results in a fracture, a fifth of incidents require medical attention [3],
posing a significant financial burden to the health service.

The wireless sensor network developed in this work employs visual informa-
tion acquired by a set of image sensors, as well as a user badge that provides
accelerometer signaling, position sensing capabilities and voice communication
with the care center as the basis for making interpretations about the status of
persons under care. For example, in a monitoring application, the location, du-
ration of stay at one position, sudden moves, and body posture of the occupant
can be used in combination with rule-based logic to evaluate various hypotheses
about their well being. Such multi-modal sensing and network-based design can
also be extended by other sensory devices making various user-centric measure-
ments. The frequency and sequence of the measurements taken by the different
elements in the network can be determined adaptively according to the nature
of the expected events that occur around the user. Images can be analyzed to
assess whether the person is moving appropriately and performing activities of
daily living or whether a fall or undue inactivity has occurred.

2 System Model

The system’s configuration is inspired by the Smart Home care network devel-
oped for elderly monitoring [4], [5]. Multi-camera vision processing is employed
to analyze the occupant’s posture before, during, and after an alert, which may
be generated by a user badge equipped with accelerometers. This analysis re-
sults in an assessment of the situation, and directs the system to produce the
proper report for the call center. Our prototype design consists of three to five
cameras installed on the wall. A voice transmission circuit allows the system to
create a voice link between the user and the care center automatically or by
user’s demand. Through distributed scene analysis, each camera node processes
the scene independently. Collaborative reasoning among the cameras results in a
final decision about the state of the user (Figure 1(a)). Since each single camera
cannot be expected to always extract all the desired information from the scene,
utilizing a multi-camera data fusion technique will provide complementary in-
formation when needed, resulting in a more accurate understanding of the scene.
As a result, the system will be able to make a more reliable decision, create a
more efficient report, and reduce the number of false alarms sent to the central
monitoring center (Figure 1(b)).

3 Vision-Based Posture Analysis

Employment of multiple image sensors allows for covering different areas of the
environment as well as having different viewing angles to the same event. Due
to the self-occlusive nature of human body and occlusions from the indoor en-
vironment, observation from a single camera is prone to ambiguities. Therefore,
collaboration between the network nodes can be used to combine attributes



198 H. Aghajan et al.

Optional User
Device Signals

State1 State2 State3

Decision Making Process
&

Report Generation

State0

Trigger Image Analysis

Camera  1 Camera  2 Camera  3

Vision
Analysis

Vision
Analysis

Vision
Analysis

(a)

(b)

Fig. 1. (a) Decision fusion architecture. (b) Block diagram of the system.

and derive more confident deductions about the events and status of the user.
In-node image processing enabled by today’s embedded processors helps miti-
gate the need to transfer raw images across the network, and hence reduces the
constraints on bandwidth management of wireless networks. It also allows for
addressing user privacy concerns by avoiding unnecessary image transmission to
the care center. The vision processing module also creates silhouette or model-
fitted representations of the user for transmission to the call center to further
alleviate privacy concerns (see Fig. 2(b),(c)).

Having multiple cameras in the solution also enables operation even if the
user forgets to carry the badge with accelerometers. In such a case the user-
based device for detecting a fall is not available. However, with the help of the
cameras, which could be activated frequently or upon a timeout if they do not
hear from the user badge, useful information about the situation of the user can
be extracted. The status or posture of the user is analyzed through the layered
architecture illustrated in Fig. 2(a). Some example images from falls and other
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indoor activities are shown in Fig. 2(b). Image features of the foreground are
extracted for further analysis of human postures. Those features may include mo-
tion vectors, color distribution, body part segmentation, etc (Fig. 2(c)). Posture
elements are derived from image features, which are more distinctive as descrip-
tions for postures, such as global motion, motion and color of segments [6], [7].
Collaboration between cameras is actively pursued in decision making from fea-
tures to posture elements, and from posture elements to posture descriptions.

4 AI-Assisted Decision Making

Smart Homes technology greatly relies on context-awareness reasoning to re-
late contexts with accurate prediction and sensible recommendations. Once an
image has been identified as interesting by the detection system, it can be com-
bined with previous images and other contextual information (location and time
constraints) to achieve a higher level view of the developing scenario.

Our situation diagnostic system uses a notation [8] that allows a simple spec-
ification with emphasis on the causal relationships between different elements
of a Smart Home scenario. The system distinguishes between independent (SI)
and dependent (SD) states. The former are states whose value can change at
any time, outside the control of the system and therefore it cannot be antici-
pated. They will represent the state of sensors being stimulated by activities in
the house. Dependent states can be expressed in the heads of causal rules as an
effect of the system reaching other states. There are two kinds of causal rules:

S1 � S2 � · · · � Sn � S (Same-time rules)

S1 � S2 � · · · � Sn � ©S (Next-time rules)

where each Si is an atomic state and S ∈ SD. These formulas are interpreted
over a timed sequence of global states: GS0, . . ., GSn.. −S is used to express
that a state is not true, S1 �S2 that two states are true at a same time, S′ � S
represents causal influence of S′ over S, and S′ � ©S represents delayed (next
time) causal influence of S′ over S. Same-time rules are required to be stratified,
i.e., they can be ordered in such a way that the states in a rule are either
independent or dependent on states which are heads of rules in previous levels
of the stratification. See more formal details in [8].

We have implemented this logical notation with an equivalent translation
using ASCII symbols: & represents logical ‘and’, # represents logical negation,
occurs(ingr(s), t1:t2) represents the event of the system ingressing to a
state s at the instant in between t1 and t2. Same-time rules are implemented
through State-State rules and Next-time rules are implemented through State-
Event rules. A State-State rule ssr(a => b) represents a being true causes state
b to be true. A State-Event rule ser(a -> ingr(b)) represents a being true
causes an ingression to state b being true.

Scenario (fall detection in bedroom): the system trying to aid an occupant by
caring for her/his safety whilst allowing her/him to develop daily activities with-
out intervention will face the challenge to decide whether it is worth requesting
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Fig. 2. (a) The logical architecture of the vision system. Ri stands for images of
camera i; Fi’s are feature sets for Ri’s; Ei’s are posture element sets; and G is the set
of possible postures. (b) Sample images from 2 cameras showing different postures and
silhouettes. (c) Elliptical model representations with average motion vectors for the
moving body parts.
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the attention of the carer or not. Lets assume we have states: inBed representing
the sensor detecting a person is in bed, standing/moving/sitting/laying repre-
senting the camera has captured an image which depicts the patient in one of
those specific positions (see for example those in Figure 2(b)), inbedTime speci-
fies the time window where the patient normally will go to bed, mt20u captures
the passage of 20 units of time, safe/undesirable represents the belief that the
person is in one of those situations, carerVisits/carerCalls represents that cur-
rently the carer has been required to take one of those actions, carerGivesOK
is the input given by the carer through the system interface denoting s/he has
checked or assisted the occupant, possibly via the bi-directional voice channel.
We also consider a sequence of events and causal rules (only selected elements
of the specification included):

states([inBed, standing, moving, sitting, laying, inbedTime, mt20u, safe,

undesirable, carerVisits,carerCalls,carerGivesOK]).

is(inBed). is(standing). is(moving). is(sitting). is(laying).

is(inbedTime). is(mt20u). is(carerGivesOK).

occurs(ingr(sitting), 7:8).

occurs(ingr(mt20u), 28:29).

occurs(ingr(carerGivesOK), 31:32).

holdsAt(safe, 0).

holdsAt(inbedTime, 0).

ssr(# inBed & standing => safe).

ssr(# inBed & laying => # safe).

ssr(inBed & # inbedTime => undesirable).

ssr(inBed & sitting & inbedTime => safe).

ssr(inBed & sitting & inbedTime & mt20u => undesirable).

ssr(# safe => carerVisits).

ssr(undesirable => carerCalls).

ser(# safe & carerGivesOK -> ingr(safe)).

ser(undesirable & carerGivesOK -> ingr(# undesirable)).

We use a backward reasoning (and therefore more focused and efficient) ver-
sion of the algorithm given in [8] which also allows us to obtain an explanation
of the system’s advice. This feature is important to understand the context of
a warning. The causal connection in between the features of particular situa-
tions and potential unsafe conditions for the occupant is established through the
rules. These relations give place to computational trees in which the root node is
labelled by the head of a ssr/ser rule and the descendant nodes are labelled by
the elements listed in the body of the rule. Thus the independent states always
appear as leaves of the trees. We say a tree is activated at time t if at least one
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of its independent states, is known to hold at t; it is fully activated at t if all its
independent states hold at t.

Our backward-reasoning algorithm requires us to find the set of trees support-
ing a given state S. This is achieved recursively: for each rule B1 � · · · �Bn � S
or B1�· · ·�Bn � ©S, we apply the process to find the trees supporting each of
B1, . . . , Bn, and each combination of such trees is joined together to form a new
tree. The base cases of the recursion are S ∈ SI (their trees are single nodes).
We shall denote by STTS (STT−S) the set of trees supporting S (−S). When-
ever an event that can change the states supporting a causal tree is detected a
reasoning process is triggered. To detect if a given hazardous State S is achieved
at t, Holds(S, t), our algorithm starts from t and works backwards trying to
find the closest time to t at which a tree supporting either S or −S becomes
fully activated by the facts provided in the initial specification of the problem. If
the first fully activated tree found supports S then the algorithm answers ‘true’
to Holds(S, t); otherwise (the first fully activated tree found supports −S), it
answers ‘false’. If no tree supporting either S or −S is found then the algorithm
reaches time 0, so the truth value of S at t is determined by its truth value at
0 by persistence (that is, STTS ∪ STT−S �= ∅ is always true). The tree or fact
used to answer the query is the causal explanation for the happening of S at t.

Given that the rules are required to be stratified and non-cyclic, it can be
proven that the algorithm always finishes as the process always ends up at an
intermediate time or eventually the answer is dependent on what happened at
0 (the initial time when the context currently analyzed was triggered).

In our Java/Prolog-based implementation holds(State,GoalTime) triggers a
process to gather all the meaningful trees to prove or disprove that State is hold-
ing at GoalTime. These trees provide the alternative explanations for and against
a position that State is holding at GoalTime. For example, if we want to know
whether the state undesirable has been reached at say time 30, and if so a de-
scription of the context, we can query the system with holds(undesirable,30)?
and the answer and explanation will be produced: [inBed & sitting & inbedTime
& mt20u => undesirable]. A fact tells us the context assumes it is inbedTime at
0 and then actions are recorded through the sensors that the occupant goes inBed
at 6, sitting at 8 and then more than 20 units of time elapses triggering a diagno-
sis of reaching a potentially undesirable situation, i.e., an indication the person
may be unwell or has fallen asleep in an unhealthy position. If later on we want to
know whether the state undesirable has been reverted few minutes later then
holds(undesirable,34)? will be answered negatively explaining that the care
giver took care of the situation (an undesirable state was reached at 29 and per-
sisted until 31, after that point the caregiver’s intervention allows the situation to
be back to normal): [undesirable & carerGivesOK -> ingr(# undesirable)].

5 Related Work

Autominder [9] uses a scheduler and temporal constraints to guide elderly people
through their daily tasks. One difference with our proposal beyond the specific
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hazard we consider is that they assume direct interaction with the technology
on behalf of the occupant or, most likely, the carer. We provide a solution which
does not rely on elderly people having to remember how to use technology and
also reduces carer intervention to the essential, which is particularly important
to enhance their quality of life.

Wearable sensors have been also used, see for example [10], to provide context-
aware services to people on Smart Homes. In this work we explicitly want to
depart from the assumption that the occupant has to pro-actively interact with
devices in order to obtain a benefit. Although we recognize wearable devices are
beneficial in some cases, we are focusing our efforts on exploring services that
can be provided without depending of the assumption that a user is forced to
wear a sensor or use a device (e.g., a PDA). We think that for the case of elderly
and patients with dementia this assumption is unrealistic and does not take into
account diminishing cognitive ability.

Other approaches either use full image processing [11] without caring for the
need for intimacy or go to the other extreme refusing to use any image processing
at all and therefore loosing their benefits. Here we support the thesis that image
processing can be used in a way that does not diminish privacy and dignity. At
the same time a simple outcome can be connected to an inferential unit capable
of enhancing the service with advantages for occupants, carer and the health
and social care system.

6 Conclusions

Given the importance of addressing ways to provide home care for elderly people,
researchers have started to explore technological solutions to enhance health and
social care provision in a way which complements existing services. The context
of our research is the use of Smart Homes by a Health and Social Services Trust to
enhance the quality of the care provision delivered to the elderly population and
reduce hospital and nursing/residential home admissions. The solution proposed
addresses the provision of intelligent care which is beneficial to the occupants,
economically viable, and which can also improve the quality of life of the carers.

The problem of home care and in particular the detection of falls should not
be underestimated. For example in one district of the UK, North Down and Ards
in Northern Ireland, over 2600 people aged over 80 fall each year. This figure
is much higher for people aged over 65 as 1 in 3 will fall per year. Many will
eventually suffer a serious injury such as hip fracture which carries a six months
mortality rate of 20%. In survivors, 50% are unable to return to independent
living. Over 95% of hip fractures are falls related. The cost of individual hip
fracture averages 29.000 Euros (45% acute care, 50% social care and long term
hospitalisation, 5% drugs and follow up) [NHS-EW]. It has been estimated that
in the UK falls in the elderly cost 1.4 billion Euros annually [12]. These figures
are replicated in member states throughout Europe.

The solution described in this paper combines two key technologies: wireless
sensor networks, enhanced by image capture and scene analysis and emergency
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voice channel, and inference logic which considers event sequence to trigger causal
rules, for decision making. The proposed technique relies on vision technology but
not in an intrusive way, to help detect falls. The occupant wears an unobtrusive
badge for position sensing and voice communication, but is not required to interact
directly with any technology.

It is recognized that image capture raises issues of privacy, and has ethical
considerations, which may influence user acceptance. However statistics show
that 90% of elderly people want to remain in their own home [13], and our
solution strives to achieve a balance between optimal care and user acceptance.

With the use of wireless sensor networks, multiple image capture, and feature
extraction algorithms, no human monitoring of images will be required under
normal circumstances in practice. The images acquired have sufficient quality
to facilitate segmentation and posture identification, but are treated within the
camera node to obtain reconstructed body models or silhouetted images for
reporting, hence allowing the proposed technique to offer a level of privacy and
dignity to the user.
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Abstract. This paper addresses a RNG based scatternet topology formation, 
self-healing, and self-routing path optimization for small-scale environment, 
called RNG-FHR(Relative Neighborhood Graph-scatternet Formation, self-
Healing and Routing path-optimization) algorithm. Then, we also evaluated the 
performance of the algorithm using ns-2 and extensible Bluetooth simulator 
called blueware to show that even though RNG-FHR does not have superior 
performance than any other algorithms, it is simpler and more practical from the 
viewpoint of deploying the network in the distributed dynamic small-scale ad-
hoc networks due to the exchange of fewer messages and the only dependency 
on local information. As a result, we realize that RNG-FHR is unlikely to be 
reasonable for deploying in large-scale environment, however, it surely appeals 
for practical implementation in small-scale environment. 

Keywords: Bluetooth, Piconet, Scatternet, RNG, NS-2, Blueware. 

1   Introduction 

Bluetooth is a standard for short range, low-power wireless communication. It’s MAC 
protocol has the function of constructing an ad hoc network without manual configu-
ration or wired infrastructure. Bluetooth communication is based on TDD(Time  
Division Duplex) master-slave mechanism. A piconet is a group of nodes in which a 
master node controls the transmission of other slave nodes, which has the constraint 
that a piconet consists of one master and up to seven slaves. The basic piconet com-
munication is done by alternating transmission slots, each odd slot of which being 
used by the slave, and each previous even slot of the odd slot is used by the master. 
Frequency hopping is used for multiple concurrent communication within radio range 
of each different piconet without performance degradation due to interference, which 
makes it possible high densities of communication devices to co-exit and independ-
ently communicate with other piconets, resulting in making the possibility of inter-
working multiple piconets. Therefore, the frequency hopping principle could also 
create the new network concept, called scatternet, which is an ad hoc network  
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consisting of overlapping piconets. Self-healing in scatternet is to guarantee the join 
of new nodes and the removal of existing nodes due to mobility or failure/deactivation 
of nodes in dynamic environment. Routing path optimization is optimizing routing 
path to meet the requirements of the performance metrics such as overall network 
capacity.  

In this paper, we present a practical scatternet formation, self-healing and opti-
mized routing algorithm based on RNG algorithm, called RNG-FHR, which is  much 
simpler, less message exchanging and more practical for implementation. Then, we 
evaluated the performance to show that it is practically possible for deploying in small 
scale distributed dynamic environments. 

2   Preliminary Studies for Bluetooth Scatternet Formation 

Algorithms 

We can describe some characteristic classification criteria for Bluetooth Scatternet 
Formation Algorithms[13]. The first one is a connectivity guarantee which means that 
each node is aware of all its neighbors within a communication range. The second one 
is a node degree which means the algorithms will be divided into those that guarantee 
the degree limitation for each created piconet or not. The third one is hop based crite-
ria. The algorithms can be divided into those that are designed for the single-hop 
range and multi-hop range. In single-hop range each device is within communication 
range of any other device in the network, and it operates only when nodes are in radio 
visibility, that is, each device is within the radio transmission range of any other de-
vice by one hop, e.g., electronic devices in a laboratory, or laptops in a conference 
room[3][8]. However, in multi-hop range, some devices are not within transmission 
range of each other instead of being connected via other devices, and they can operate 
even though some pairs of nodes can't directly communicate with each other. The 
communication between them is done by passing the messages through the intermedi-
ate nodes[7][11][12]. 

The last one is knowledge degree of neighbor devices. The algorithms can be di-
vided into those that each device is required to learn all its neighbors and learn some 
of its neighbors. 

The link formation process in Bluetooth Scatternet consists of two processes: In-
quiry and Page. The goal of the Inquiry process is for a master node to discover the 
existence of neighboring devices and to collect low level information which is primar-
ily related to their native clocks.  The goal of the Page process is to use the gathered 
information in Inquiry process to establish a bi-directional frequency hopping com-
munication channel[3].  

It produces connected scatternets by exploiting clustering schemes for ad hoc net-
works, which is primarily aimed at home and office environments. In multihop solu-
tions, it requires the exact position information because they can influence on the 
formation of scatternet topology, each being composed of short range devices[9][10]. 
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None of the previous schemes deals with RNG based small-scale dynamic envi-
ronments where nodes may arbitrarily join or leave the network. However, our  
approach has the following characteristics[6]. 

- Nodes can arrive and depart at any time 
- The topology can be healed if the node/link failure occurs 
- The routing path can be optimized with the minimum cost 

3   RNG Algorithm Concept 

The key concept of RNG is adding links as and when they are discovered. Let |AB| 
denote the Euclidean distance between nodes A and B.  RNG adds a link between two 
nodes, A and B in the logical topology if and only if A and B are in each others 
transmission range and |AB| <= max( |BC|, |AC|) for any other node C which is in A's 
and B's transmission ranges. After RNG has added AB, if a node C that violates the 
above condition is discovered, then RNG deletes AB. 

The RNG has the following assumptions and characteristics. 

 Each node is assumed to know its neighbors in the physical topology graph 
 A node also knows an ordering among the Euclidean distances between its   

neighbors from power measurements and subsequent information exchange with 
its neighbors. 
 Addition and/or deletion of a link do not affect any other link additions or dele-

tions, and depend only on local information.  
 There is no need to broadcast any information throughout. Thus, RNG ex-

changes fewer messages and is simpler than the other algorithms such as  
distributed MST[6]. 

 

Fig. 1. As RNG algorithm, link AB is added if there is no other node in the shaded area. After 
link AB has been added, the link is deleted if node C is in the area.  

4   RNG Based Scatternet Formation Algorithm 

We assume that node 0 is controller which is interfaced to a bus and controls the 
communication between the other nodes. The other nodes(node1 to node 5) are master 
or slave node. 
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Phase 1 : Initiate each node 
Piconet_No = [my_bd_addr], Node_Type = Free_Node. 
If a node is controller, then Hops_to_Controller =0 else Hops_to_Controller = 1000.  
Neighbor_Table(NT) = empty vector. 
Format of NT is  <Bd_addr, Sig_strength, Node_type, Roles, Ch_id, Piconet_no, 
Hops_to_controller>.  
Bd_addr is the identifier of Bluetooth device. 
Sig_strength is the signal strength from the the neighbor node. 
Role is defined as one of As_Master/As_Slave/Not_Connected. 
Ch_id is assigned to each link toward neighbor nodes if a node is connected to its 
neighbors. Otherwise, not assigned(Not_Assigned). 
Neighbor_Piconet_Table(NPT) = empty vector. 
Format of NPT is <Bridge_id, Remote_piconet_no>. 
Bridge_id is the identifier of the  device joining more than one piconet. 
Remote_piconet_no is the identifier of the neighbor combined with the local piconet . 

Phase 2 : Each node discovers neighbors and makes a physical link connection to one 
of the neighbors in baseband layer(or physical layer) according to Bluetooth specifi-
cation. 

a) Node A receives inquiry response from node C, meanwhile C creates a new entry 
for A in its NT(Neighbor_Table) based on the inquiry 
b) Node A creates a new entry for C in its NT 
c) Node A makes a physical link connection to C 

Phase 3 : Once a physical link connection A(master node) -> C(slave node) is created 
in baseband layer, A and C exchange local information, and make a decision whether 
to create a logical connection based on the following rules. If it's rejected, disconnect 
the link connection 

a) Master A sends RNG_REQ message to the slave C, formatted as <Bd_addr, 
Node_type, Piconet_no, Hops_to_controller>. 
b) Upon receiving the message, the slave C makes a decision whether to accept this 
connection request. If accepting it, C sends back RNG_RESP message as a response 
and updates local configuration, otherwise disconnect it. 
c) Upon receiving the responding RNG_RESP, the master A updates local  
information 

Phase 4 : A and C exchange NT and make a decision whether to accept the new 
physical link based on two-hop neighbors information 

a) A and C send their NT(defined as Neighbor_MSG) to each other 
b) If (Both of A and C have connected E)  then { 

 Select the weakest link within the triangle; 
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 If(the weakest link is  A->E or  C->E) then 
  Disconnect the link, update local information and NT 
 else Disconnect A->C, update local information and NT } 

Phase 5 : For A and C, if the Hops_to_controller is changed, A or C informs the 
neighbors, asking them to update Hops_to_controller. The neighbor also informs the 
change to their neighbors. In this way, all the nodes update the Hops_to_controller  if 
they can find a shorter path. 

a) If(local Hops_to_controller for A and C is changed) then  

 Broadcast Hop_MSG to their connected neighbors, the format is <Bd_addr, 
Node_type, Piconet_no, Hops_to_controller> 
b) On receiving Hop_MSG for all nodes 
     If(local Hops_to_controller > Hops_to_controller in the Hop_MSG + 1) then { 

  Update NT based on the received Hop_MSG; 
  Set local Hops_to_controller = Hops_to_controller in the Hop_MSG + 1; 
  Generate and broadcast Hop_MSG to all the neighbors; } 

Phase 6 : Make a decision whether to stop discovery procedure 
If all the node has (Hops_to_controller < 1000) then Stop discovery  

5   RNG Based Scatter Formation Scenarios 

Stage 1 : Node 0 is a controller and node (1~ 5) have any role of Master/Slave/Slave-
slave bridge/Master-slave bridge depending on how to deploy the discovery. Assume 
that at first node 1 discovers node 2(see Fig. 2 and Fig. 3).  

HTC(Hop_to_Controller) of Node 1 to Node 5 is 1000 

 

Fig. 2. Initial state  

C: Controller,  M : Master, S : Slave 
HTC of Node 1 to Node 5 is 1000 
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Fig. 3. Node 1 discovers node 2 

Stage 2 :  Assume that node 4 discovers node 2(see Fig. 4). 

SS : Slave-Slave bridge 

 

Fig. 4. Node 4 discovers node 2 

Stage 3 :  Assume that node 0 discovers node 3(see Fig. 5).  

CM : Controller with Master node type 
HTC of node 1 to node 5 except node 3 is 1000 

 

Fig. 5. Node 0 discovers node 3 
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Stage 4 : Assume that node 0 discovers node 4(see Fig. 6). 

MS : Master-Slave bridge 
HTC of node 3 and node 4 is 1 

HTC of node 1, node 2 and node 5 is 1000 

 

Fig. 6. Node 0 discovers node 4 

Stage 5 : Assume that node 3 discovers node 4 (see Fig. 7). 

 

Fig. 7. Node 3 discovers node 4 

Stage 6 : Assume that node 4 discovers node 1. RNG algorithms are applied to trian-
gle (see Fig. 8). 
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Stage 7 : Assume that node 2 discovers node 5) (see Fig. 9). 

 

Fig. 8. Node 4 discovers node 1 

 

Fig. 9. Node 2 discovers node 5 

6   Performance Evaluation 

We evaluated our algorithm using Blueware[1][5], which is an extension to ns-2[2] 
and developed by Godfrey Tan. Blueware provides an extension architecture for 
various scatternet formation and link scheduling schemes[4]. We simulated to evalu-
ate the performance of RNG-FHR with comparing with TSF algorithm[3]. In this sec-
tion, we present and discuss the results on scatternet formation, link establishment, 
and converging to stable scatternet. In all the experiments, nodes are assigned to a 
random clock value, and every result data is the average of 30 independent trials. We 
are unable to compare exactly RNG-FHR’s performance with TSF in evaluation of 
consuming time to stable state of topology because each algorithm has different  
simulation environments, particularly the schemes have different assumptions on the  
efficacy of consumption to accomplish the stable state of topology.  
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Fig. 10. Average scatternet formation delay  

In RNG-FHR, the delays to form the scatternet for n nodes grow until 30 nodes, but 
go down if the number of nodes are more than 30 because the algorithm takes more 
messages to come to form the connected topology from the initial state, After the 
connected topology has been formed, the addition and deletion of a node or a link in 
RNG-FHR does not influence any other node/link and depends only on local informa-
tion, thus, it exchanges fewer messages and simpler than the TSF algorithm. How-
ever, in TSF, the delay grows logarithmically with the size of the scatternet. We have 
an instinct that TSF achieves a logarithmic average scatternet formation delay. The 
data points for TSF are obtained from [3]. 

 

Fig. 11. Average link establish delay  

In RNG-FHR, the average link establish delay means the time to take for a new 
node to connect to an existing network. The delay grows as the number of nodes in-
creases, but the growing rate gets smaller and smaller as the number of nodes in-
creases because each node exchanges messages and have enough information for  
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neighbor nodes as time elapses. RNG-FHR spends much more time for a free node to 
get attached to an existing network. However, the delay in TSF is always less than 3 
seconds because as the tree gets larger and larger, it gets a bit faster for a free node to 
get attached to a non-root node.  

 
Fig. 12. Average healing delay  

We evaluate the delay for healing network partitions when any node leaves. If any 
node leaves, the scatternet will be partitioned into smaller piconets. In this case, coor-
dinating nodes try to connect each piconet during the healing the scatternet. The delay 
grows logarithmically with the number of network partitions. The delay for each algo-
rithm are growing analogously for small number of partitons, but the growing rate of 
delay gets smaller for each algorithms as the number of  partitions gets larger and 
larger because both of algorithm depend on only local information that each node 
maintains only about adjacent nodes.  However, TSF may not able to heal all parti-
tions when all the nodes are within radio proximity because TSF limits the tasks of 
discovering and merging partitions to coordinators and roots respectively.   

7   Conclusion 

RNG-SFR is RNG based  scatternet formation, self-healing, and self-routing path 
optimization which are done depending only on local information throughout the 
graph, so is more simpler than any  other algorithm. It allows nodes to be added 
and/or deleted at any time, healing partitions and routing whenever they happen. Fur-
thermore, it allows an added node to begin communication with neighbor nodes.  

The performance are evaluated comparing to TSF. The algorithm is simpler and 
more practical than any other distributed algorithms from a point of view in deploying 
the distributed and dynamic small scale environment. Using ns-2 and extensible Blue-
tooth simulator called blueware, we simulated and evaluated comparing to TSF to 
show that the RNG-FHR has analogous latencies in scatternet formation and healing 
due to the exchange of fewer messages and the only dependency on local information. 
However, link establishment in RNG-FHR has larger latency than TSF. As a result, 
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we notice that even though RNG-FHR is not superior to TSF in performance, it is 
more practical in implementing because of simplicity and local control. 

As a result, RNG-FHR scatternet is unlikely that it will be deployed in large-scale 
ad hoc networks because it has less performance matrics and more complexity as the 
network size increases. However, it surely possible that the scatternet will be practi-
cally applied in deploying small-scale ad hoc networks. 
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Abstract. The use of technology within the home environment has been es-
tablished as an acceptable means to support independent living for elderly and
disabled people. An area of particular interest within this domain relates to mon-
itoring of Activities of Daily Living for those persons with a form of cognitive
decline. In this area, specific tasks undertaken by the persons in the context of
their normal day-to-day lives reveal a wealth of information to be used to cus-
tomize their environment to improve their living experience. In our current work
we investigate the development of models which can be used to represent, clas-
sify and monitor basic human behaviors and support observation and control of
activities of daily living. In particular, in this paper we focus on the problem of au-
tomated recognition of sequences of events that may indicate critical conditions
and unexpected behaviors requiring intervention and attention from caregivers.
Our work is based on a formal framework developed with temporal logic used
for the specification of critical sequences of patterns and a behavior checking en-
gine for automated recognition. In addition we have also developed an approach
to provide a means of interaction with user. A visual formalism for the speci-
fication of Linear Temporal Logic expressions reduces the barrier of technical
complexity enabling the involvement of experts in the domain of healthcare ser-
vices to interact with the system.

Kewwords: Model Checking, Temporal Logic, Activity Daily Living, Patient
Behavior Models.

Introduction

As our elderly population continues to grow the need to develop intelligent environ-
ments to support independent living is ever increasing. Recent results have shown that
the introduction of technological solutions within the home environment can have sig-
nificant impact on the quality of life of the person. Examples of these solutions include
basic motion sensors to activate lights, to safety devices, to prevent flooding in bath-
rooms, to elaborate wearable systems and to monitor and assess vital signs [1]. The
common goal of all these solutions is to improve the living experience and quality of
life for the person, customize their living environment and extend the period of time
they can remain at home without the requirement for institutionalization. Although, on
the whole, the introduction of technology can have positive effects, there are a number
of potential concerns. Viable solutions for wide-scale uptake should not be expensive,
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should be compatible or interoperable with other devices/solutions and should inte-
grate with existing means for healthcare delivery. In addition, a realistic reimbursement
scheme requires establishment for service realization.

In our current work, we have focused our efforts towards the monitoring and analy-
sis of human behavior to support the control of Activities of Daily Living (ADL). Many
efforts have recently been focused on ADL recognition: Augusto et al. [2] proposed
a smart home framework centered on Event-Condition-Action (ECA) rules to capture
events accuracy, applied to monitoring of activities of elderly people with cognitive im-
pairment; Bauchet and Mayers [3] proposed a hierarchical model for the description of
ADL; Bouchard et al. [4] proposed a non-quantitative logic approach to ADL recogni-
tion for Alzheimer’s patients, based on lattice theory and action description logic.

In this paper, we propose a formal approach to critical behavior recognition in ADL
analysis based on the use of temporal logic [5] and algorithms, usually applied in the
context of model checking [6] [7], of Run Time Execution Monitoring (REM) [8] [9]
and also in on-line systems intrusion detection [10].

Based on these developments, we describe a service model that may be deployed
to exploit this solution. Then we describe, with a partial degree of completeness and
formalism, the characteristics of the logic deployed and the model checking algorithm.
With the formalisms in place, we exemplify the kind of behavior that the system can
describe and devise the type of service organization which it can effectively support.
We also focus our attention on the visual formalisms to support the specification of the
logic formulae, to support the involvement of users in the development of such systems,
especially those with expertise in the domain of home based healthcare provision.

1 Service Model

The service model is a means of defining the stakeholders, their responsibility, the links
and the interaction between them, the devices and services and how the care will ac-
tually be delivered within the realms of home healthcare delivery. Within our current
study we are initially focusing on the requirements of healthcare operators and experts
within such a system. Healthcare operators and experts both have responsibility to de-
fine the necessary requirements to be used to monitor the patient. The expert user has
the responsibility to define the expected behavior of the patient and the bounds of their
deviation from normal conditions, while the operator has the responsibility to perform
the necessary intervention when the patient is reporting a deviation from normal.

To provide an automated approach for service delivery the required system would
require three main modules. These modules would involve:

1. A repository to store the representative behaviors (system rules) of the patient;
2. A monitoring platform to monitor multiple patients within their home environ-

ment [11];
3. A Behavior Checking Engine (BC Engine) acting as a model checker, which com-

pares the specification of critical behavior against the observed sequence events.

Our work is based on the assumption that the subjects who are being monitored and
there living environment is equipped with a suite of pervasive middleware sensors. The
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information provided by the sensors records low level events such as “door is open” or
“cooker is on”. Using such information it is then possible to model the ADL as a set
of observable variables that provide a sequence of conditions started with a initial state,
formed by their initial values. The representation of what happens in the environment
can be modeled by a sequence of states, differentiated by changes in measured values
with events such as {“Water added to the kettle”, “The kettle is full”, “Cooker has
been turned on”,. . . }. The operator monitors the single state of the end user via the
monitoring platform. When a critical behavior occurs the Behavior Checking Engine
automatically notifies the event via the monitoring platform. The format of the event
notification issued by the Behavior Checking engine is dictated by the Behaviors Model
Repository (BMR).

The expert user has the responsibility to define the specification of the rules dic-
tating the expected behavior of the patient. If, however, we wish to deploy complex
formalisms to represent the underlying rules and model behavior it is necessary to pro-
vide a form of visual based rule editor which requires limited technical knowledge of
the underlying notation. Based on the rules such an editor would produce, the model
checking engine would have the ability to process them according to predefined for-
malisms on the fly. This approach makes possible the definition of a set of rules that
may be deemed exportable and reusable all under the control of expert healthcare user.

The remainder of this paper focuses on the development of such an interface.

2 Behavior Checking

We propose the use of temporal logic to specify critical behaviors of persons within
their home environment and a behavior checking algorithm to process the behaviors
and hence identify their deviation from normal which implicitly represent situations
of concern. In particular we propose the use of an adaptation of Past Linear Temporal
Logic (PLTL) [12] to satisfy the assumptions made in Sect. 1 and also to deal with
the constraints imposed by the application domain. The logic used is linear as we must
accommodate for a sequence of states. In addition, we must accommodate for previous
observations in addition to those at the present moment and the time elapsed between
two events.

2.1 Temporal Logic : Syntax and Semantic

The language of temporal logic relies on describing conditions over paths (ρ), i.e. se-
quences of states. A formula defining rules on a path is called a path formula. Path for-
mulae are built as a combination of atomic propositions on states, by means of Boolean
connectors and temporal operators:

γ ::= ps | ¬γ1 | γ1 ∧ γ2 |γ1Sτγ2 | Hτγ1 |Pτγ2 |Vγ2 |Cτ
[min,max](γ1)

where ps is an atomic proposition on state. The temporal operators are S (Since),
H (Historically), P (Past), V (Previous) and C (Count). By using an index τ we can
specify that formulae built by these operators are constrained within a temporal inter-
val [−τ, 0]. It is also possible to omit τ from the writing of a temporal operator, thus
implicitly setting it to ∞, and unbounding the operator time interest interval.
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Meanings and uses of these operators are best described through the use of examples.
Consider, in the first instance, a person within their home environment called Marco. A
proposition which is not considered to be elementary could be represented by “Marco
doesn’t add the water to the kettle if the kettle is full”. We can decompose the phrase
into two elementary propositions “Marco doesn’t add the water to the kettle”, labelled
with γ1 , and “The Kettle is full”, labelled with γ2. The initial statement can now be rep-
resented with the simple formula γ1∧γ2. Another example is the following: “Marco has
been sleeping for the past 8 hours” could be modelled as H [8]γ1, where γ1 represents
“Marco sleeps”. The logic can also be used to model more complex representations,
for example consider the following; “Marco is adding some flavour to his coffee and
in the past he has used sugar”. Based on the previous approaches we decompose the
proposition into the following elementary components, “Marco is adding some flavour
to his coffee”, γ1, and "Marco has used sugar", γ2, and hence the scenario can be rede-
fined with the following formula γ1 ∧ P (γ2). Consider, as a final example: “The pasta
has been in the pot since the gas was turned on 5 minutes ago”. By adopting the same
decomposition method, we can model the phrase with γ1 S γ2 , where γ1 is “The pasta
is in the pot”, and γ2 is “the gas is on”; taking ρ4 a path s0...s4 as in 1. This means
ρ |= γ1 S γ2, read ρ models γ1 Sγ2, if it existed a sub-sequence of ρ3 = s0...s3 that sat-
isfies in a time minor of 5 minutes and each sub-sequence of ρ3 = s0...s3 satisfies γ1.
With this scenario we have a trend on the time of formula as represented in the Fig. 1.

Fig. 1. The pasta is in the pot since the gas is on. In figure is represented the trend of formula on
the sequence of states.

2.2 Behavior Checking Algorithms

The complexity of TL formulae tends to rapidly grow when applied to realistic behav-
ioral pattern. ‘Divide et Impera” is good practice to manage this complexity. To this
scenario, we decompose instances of complex behavior into a set of simpler and com-
plementary representations; however, doing so contributes to the increasing number of
formulae required. In addition to this level of complexity and in accordance with the
model to be created, the analysis of the sequence and duration of states require process-
ing. This places the requirement for the model checking algorithm to satisfy rigid con-
straints relating to both time and space complexity and to provide a real time response.
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To address these requirements, we propose an algorithm based on the recursive evo-
lution of two variables, called Σ and T , whose calculation is done for each state no-
tification. Σ means the validity of the formula to be checked, while T is a temporal
evaluation on sequence of states. If Σ is true the formula satisfies the path which is cur-
rently being evaluated. Below, as an example we define the single step calculation, for
the Since temporal operator previously introduced. Similar algorithms can be defined
for the other operators.

{
Tn = (sn |= γ2) ? τsn : Tn−1

Σn = ( (sn |= γ2) ∨ (Σn−1 ∧ s0 |= γ1) ) ∧ (τsn − Tn) ≤ τ

where sn is the state presently observed, s0 is the starting state of observation. τsn is
present time and T0 = 0 and Σ0 = (γ2 |= s0) are the booting values of the sequence. It
means, in the case of Since operator, that Tn stores the last time in which the condition
γ2 is satisfied on a state, while Σn envolves checking conditions both on state properties
(the left hand of ∧ operator), and on time (the right hand).

2.3 Visual Formalism

The Visual Editor is a tool based on simple visual formalisms that aims to make the
process of specification of temporal logic based formula more intuitively based as op-
posed to mathematical focused. This approach facilitates the design of temporal logic
expressions by Healthcare professionals, without them requiring an in depth knowledge
of the underlying computational principles. The visual formalisms have been designed
following a previously conducted user-centered usability engineering process [13]. An
heuristic design process was applied to maximize consistency, i.e. to minimize the com-
plexity of the visual metaphor mapping textual sentences into their respective visual
representation.

The Basic visualization primitives associated with the semantic constructs of tem-
poral progression, timing constraints, and propositional logic, can be combined into a
set of visual re-writing rules, which associate each terminal token of PLTL with a con-
crete drawing. Matching the recursive organization of the PLTL syntax and semantics,
these rules reduce the visualization of a formula to the recursive visualization of its sub-
formulae and to the concrete drawing of graphic icons representing terminal symbols.
While the structure of rules matches the PLTL syntax, the concrete drawings that these
rules produce reflects the semantics of terminal symbols.

The PLTL expressivity combines three distinct fragments:

1. Basic Proposition;
2. Sequencing conditions;
3. Instantaneous conditions.

Following a commonly accepted standard, basic propositions are represented in tex-
tual form inside the frame of a test sheet icon (see Fig. 2(a)). Sequencing conditions
expressed by temporal operators, underlie the basic concept of a sequence of tempo-
ral contexts through which the system progresses following the metaphor of timeline
graphs. An example of such a sequence is visualized as a horizontal path line in Fig. 3.
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For representation of instantaneous conditions captured through Boolean outputs, the
process adopted suggests that operands should be arranged in a vertical direction (see
Fig. 2). As an example, Figure 4 reports the visual representation for the textual formula
of C[3,inf ](P [10min](A)).

(a)
propo-
sition :
γ1

(b) not :
¬γ1

(c) or :
γ1 ∨ γ2

(d) and :
γ1 ∧ γ2

Fig. 2. Graphical Logical operators. Figure 2(a) represents a proposition or an alias for a more
complex formula (e.g. a predefined monitoring macro); figure 2(b) represents the negation of a
subformula γ1. 2(b), 2(c), 2(d) represent istantaneous conditions based on boolean operators.

3 An Example of Use

As a simple example of usage of the proposed approach, consider the scenario of a
patient exhibiting a form of Confusional State Behavior. In this case, we consider two
topics:

1. Repetitive Confusion : repetition of the same action in a relatively short time inter-
val whilst not being considered as continuous;

2. Random Confusion : repetition of different actions in a relatively short time interval.

For instance, confusional behavior is a sequence like “A1, A2, A3, A1, A2, A3. . . ” or a
repetitive sequence like “A1, A1, A1. . . ”. Generally we can consider confusion as any
cycle in the ADL model which is repeated too much in a short space of time. We can
further progress this concept by defining “too much” repetitions as a quantity higher
than 3 and “a short space” of time as a quantity less than 5 minutes. Although these
are sharp decision boundaries in terms of temporal values and counter values, they are
based only on experience in the domain, but are equally questionable. It is a generally
accepted fact that this feature of temporal logic is not a good asset and can be considered
as a major limitation of the approach. Nevertheless, these sharp decision boundaries are
offset by good expressiveness and excellent flexibility to define system specifications,
as we will examine. A cycle is a path that begins with a state, for example A, and also
finishes with this state. We can model the confusion as C[3,inf ](P [10min](A)) where A
is any action or state, e.g. “Add water to kettle”, P[10min](A) means at least 2 minutes
ago action A is performed and, the last, that in the past C[3,inf ](P [10min](A)) means
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(a) Time line (b) Past : Pτ (γ2)

(c) Historically : Hτ (γ1) (d) Since : γ1S
τγ2

(e) Counter: Cτ
[m↪M](γ2) (f) Previous : V(γ2)

Fig. 3. Visual formalisms on time constraints and temporal operators. Figure 3(a) shows the basic
concept of arranging graphical elements in the formalism: the horizontal dimension represents
the temporal line, the horizontal rectangle represents a sequence of states evolving within tempo-
ral interval long τ , while the vertical rect represent the present. Figure 3(b) shows the formalism
associated to the Past temporal operator, describing that at least once in the past, within a τ time
from now, a condition γ2 has been satisfied. Similarly, the other formalisms represent the remain-
ing temporal operators: Historically (Fig. 3(c), requiring that a condition γ1 holds continuously
during the last τ time), Since (Fig. 3(d), requiring that since a condition γ2 has been verified in
the past, within a time τ from now, γ1 holds continuosly), Counter (Fig. 3(e) requiring that a
condition γ2 has been satisfied a number of times between min and max during the last τ time)
and Previous (Fig. 3(f) requiring γ2 is satified that in the previous state).

Fig. 4. Model of Confusion behavior. The formula C[3,inf ](P [10min](A)) is expressed with use
of visual formalism defined in Sect. 2.3.
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that P[10min](A) became true at least 3 times in the past. In similar way, an expert
user can provide a set of template formula to describe a specific disease. This form of
representation is modelled in Fig. 4 based on the visual formalism introduced in Fig. 4.

4 Conclusion

We have presented a formal model of a monitoring service based on temporal logic. We
have deployed a behavior checking approach, relying on description of critical behav-
iors based on a temporal logic formalism, where behavior checking is considered as a
meta-algorithm which can be programmed through the specification of a temporal logic
formula rather than through direct programming. Through the addition of a visual layer
on top of the temporal logic based formalisms, the use of such an approach by users
with lower technical skills (relating to temporal logic) and higher domain knowledge,
e.g. Healthcare professional, is made easier. This results in the only requirement from
the user who is using the tool being one relating to specifying the needs of the task
need and user requirements. This implicitly avoids the user requiring to know or indeed
specify all possible permutations that patient can perform, but instead only to provide
details on sequences of conditions that detect situations of concern, thus introducing
a paradigm shift in the approach to comparison user’s behavior against an expected
task model. In fact, it offers the possibility to specify a set of “abnormal” behaviors
without requiring the specification of the full set of “normal” ones, as required using
operational user task models such as Automata, Petri Nets and Activity Diagrams.
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Abstract. Data mining (DM) has emerged as one of the key features of many 
applications on information system. While a number of data computing and 
analyzing method to conduct a survey analysis for a job stress evaluation repre-
sent a significant advance in the type of analytical tools currently available, 
there are limitations to its capability such as dimensionality associated with 
many survey questions and quality of information. In order to address these 
limitations on the capabilities of data computing and analyzing methods, we 
propose an advanced survey analysis procedure incorporating DM into a statis-
tical analysis, which can reduce dimensionality of the large data set, and which 
may provide detailed statistical relationships among the factors and interesting 
responses by utilizing response surface methodology (RSM). The primary ob-
jective of this paper is to show how DM techniques can be effectively applied 
into a survey analysis related to a job stress evaluation by applying a correla-
tion-based feature selection (CBFS) method. This CBFS method can evaluate 
the worth of a subset including input factors by considering the individual pre-
dictive ability of each factor along with the degree of redundancy between pairs 
of input factors. Our numerical example clearly shows that the proposed proce-
dure can efficiently find significant factors related to the interesting response by 
reducing dimensionality. 

Keywords: Job stress evaluation, Survey analysis, Data mining, Correlation-
based feature selection (CBFS), Response surface methodology (RSM). 

1   Introduction 

The continuous improvement and application of the information system technology 
has become widely recognized by industry as critical in maintaining a competitive 
advantage in the marketplace. Despite the steady increase of computing power and 
speed, the complexity of today’s many engineering analysis codes seems to keep pace 
with computing advances. Data mining (DM) has emerged as one of the key features 
of many applications on computer science, and has used as a means for predicting  
the future directions, extracting the hidden limitations, and the specifications of a  
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product/process. The main purpose of DM is to define the nontrivial extraction of 
implicit, previously unknown, and potentially useful information from a large data-
base [1]. In order to conduct this extraction successfully, DM uses computational 
techniques from statistics, machine learning and pattern recognition.  

One of the most important encountered problems in a wide variety of industrial 
situations is to incorporate the voice of constituent members in an organization. Sur-
vey is an alternative method to consider various needs of the constituent members 
associated with workfare, environment and job stress. To conduct a survey analysis 
for job stress, it is very hard to find the specific influence of all factors affecting job 
stress because of dimensionality associated with a large number of factors (i.e., survey 
questions). However, most survey analysis methods for the job stress evaluation re-
ported in literature may not provide comprehensive relationships among factors, and 
may just focus on frequency tests for input factors because of a large number of fac-
tors and their associated dimensionality. In order to address these problems, feature 
selection (FS) is known as an effective method for reducing dimensionality, removing 
irrelevant and redundant data, increasing mining accuracy, and improving compre-
hensibility of results among DM methods [2]. Consequently, FS has been a fertile 
field of research and development since 1970’s and proven to be effective in remov-
ing irrelevant and redundant features, increasing efficiency in mining tasks, improv-
ing mining performance like predictive accuracy, and enhancing comprehensibility of 
results. The FS algorithm performs a search through the space of feature subsets [3]. 
In general, two categories of this algorithm have been proposed to solve FS problems. 
The first category is based on a filter approach that is independent of learning algo-
rithms and serves as a filter to sieve the irrelevant factors. The second category is 
based on a wrapper approach, which uses an induction algorithm itself as part of a 
function evaluating factor subset. Because most filter methods are based on heuristic 
algorithms for general characteristics of the data rather than learning algorithms to 
evaluate the merit of factor subsets as wrapper methods do, filter methods are gener-
ally much faster, and has more practical capabilities to utilize high dimensionality 
than wrapper methods. 

Most DM methods related to FS reported in literature may obtain a number of in-
put factors associated with an interesting response factor without providing specific 
information, such as relationships among the input and response factors, statistical 
inferences, and analyses ([4], [5], [6] and [7]). Based on this awareness, Witten and 
Frank [7] suggested an alternative DM approach to a semiconductor-manufacturing 
problem in order to find significant factors. Su et al. [8] developed an integrated pro-
cedure combining DM and Taguchi methods. In order to consider a robust process 
design concept, Yi et al. [9] developed a robust data mining method for a wastewater 
treatment process.  

While DM represents a significant advance in a type of analytical tools currently 
available, there are limitations in its capabilities to identify a causal relationship [10]. 
One of the limitations is that DM may not sufficiently identify a causal relationship 
although it can identify connections between responses and/or factors. Among survey 
analysis methods for job stress evaluation problems currently studied in the science 
and engineering community, researchers often identify the response surface method-
ology (RSM) as one of the most effective methodologies to reduce the inherent uncer-
tainty associated with input factors and responses. However, most RSMs reported in 
literature may obtain the most favorable solution for a small number of given input 
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factors without considering the reduction of dimensionality associated with many 
input factors (i.e., survey questions) and quality of information. Although a number of 
survey analysis methods for the job stress evaluation and their associated computer 
software packages are widely used, there is room for improvement in order to provide 
comprehensive relationships among a large number of factors and its associated re-
sponse. In addition, few applications of DM methods to the survey analysis problem 
have conducted in the research community. To this end, we propose an enhanced sur-
vey analysis method for job stress evaluation problems incorporating a DM method 
into RSM. The primary objective of this paper is two-fold. First, we show how DM 
techniques can be effectively applied into the survey analysis for the job stress evalua-
tion by applying a correlation-based feature selection (CBFS) method. This CBFS 
method can evaluate the worth of a subset including input factors by considering the 
individual predictive ability of each factor along with the degree of redundancy be-
tween pairs of input factors. When a large number of input factors are considered for 
the management of job stress, this CBFS method is far more effective than any other 
methods. After reducing the dimensionality associated with a large number of factors, 
we then conduct RSM in order to provide specific relationships among input factors 
and the interesting response. RSM is a statistical tool that is useful for modeling and 
analysis in situations where the response of interest is affected by several input fac-
tors. Our numerical example clearly shows that the proposed procedure can efficiently 
find significant factors related to the interesting response, and can effectively apply to 
a survey analysis for the job stress evaluation problem by reducing dimensionality of 
a large number of input factors. An overview of the proposed procedure integrating 
DM into RSM for the job stress evaluation problem can be shown in Figure 1. 

2   Job Stress Evaluation Method 

Job stress due to downsizing and restructuring the company leads to develop both 
mental disorder and physical illness of workers. It is strongly required that systemic 
studies to grasp the whole picture of current industrial situations for job stress and to 
clarify its associated risk factors needs to be performed. Although the levels of job 
stress and the detailed risk factors are often available in the real world industrial situa-
tions, risk assessment methods to consider job stress and risk factors can be catego-
rized into two groups: macro-ergonomic and micro-ergonomic risk assessment tools. 
Limited research has been conducted with respect to development and testing of 
macro-risk assessment procedures [11]. However, the use of such techniques will be-
come an important foundation on a health surveillance process due to the anticipated 
promulgation of ergonomic standards in various countries around the world. In order 
to assess ergonomic stress in workplaces, Lin et al. [11] developed a macro-
ergonomic risk assessment tool. Macro-ergonomic approach implies the consideration 
of social, technological and physical works related to subsystems [12]. 

Although a number of researchers have regarded as psychosocial factors to evalu-
ate job stress for the past 20 years, the exact etiology of job stress is currently unclear 
because the relationship between human and organization is complicate and organis-
mic, and the patterns of job stress are muli-factorial ([13], [14]). Therefore, an inte-
grated evaluation model for simultaneously considering psychosocial, physical and 
environmental factors related to job stress may essentially required in workplaces. 
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RSM

Physical factors x1

INPUTPsychosocial factors x2

Environmental factors x3

Job satisfaction
y

• Subset evaluation
• Find significant factors
• Reduce dimensionality

• Integrating DM result
into responsesurface
methodology (RSM)

• Analysis of variance

• Statistical inferences

Data mining
procedure

Statistical analysis
procedure

BFS

• Relationship between
input factors and
its associated response

CBFS

OUTPUT
 

Fig. 1. The overview of the proposed integrated procedure for evaluating job stress: Three types 
of input factors are considered (physical, psychosocial, and environmental factors). The first 
stage represents a procedure of significant factor selection using the CBFS method, and the 
second stage implies a specific statistical analysis using RSM based on the results of the previ-
ous stage. 

2.1   Classification of Job Stress Factors 

In order to address job stress evaluation problems, many researchers have much atten-
tion to the classification of job stress factors. The majority of previous studies related 
to the classification of job stress factors have focused on psychosocial and few envi-
ronmental factors without considering physical factors. For example, Job Contests 
Questionnaire (JCQ) [15] considered psychosocial factors, and Generic Job Stress 
Questionnaire (GJSQ) [16] suggested psychosocial and environmental factors. To this 
end, we propose a new survey method called an Integrated Job Stress Questionnaire 
(IJSQ) which incorporates not only all three classifications of job stress factors (i.e., 
psychosocial, environmental and physical factors) but also response factors related to 
job satisfaction for further effectively managing job stress levels as shown in Table 1. 

3   Data Mining Method 

3.1   Correlation-Based Feature Selection (CBFS) Method 

CBFS is a filter algorithm that ranks subsets of input features according to a correla-
tion based heuristic evaluation function. The bias of the evaluation function is toward 



230 Y. Lee et al. 

subsets that contain a number of input factors, which are not only highly correlated 
with a specified response but also uncorrelated with each other ([10], [17] and [18]). 
Among input factors, irrelevant factors should be ignored because they may have low 
correlation with the given response. Although some selected factors are highly corre-
lated with the specified response, redundant factors must be screened out because they 
are also highly correlated with one or more of these selected factors. The acceptance 
of a factor depends on the extent to which it predicts the response in areas of the in-
stance space not already predicted by other factors. The evaluation function of the 
proposed subset is  
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the prediction of the response based on a set of factors and the redundancy among the 
factors. In order to measure the correlation between two factors or a factor and the 
response, an evaluation of a criterion called symmetrical uncertainty [19].  

The symmetrical measure represents that the amount of information gained about Y 
after observing X is equal to the amount of information gained about X after observing 
Y. Symmetry is a desirable property for a measure of factor-factor inter-correlation or 
factor-response correlation. Unfortunately, information gain is not apt to factors with 
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and where H(Y), p(y), H(Y|X), and gain represent the entropy of the specified response 
Y, the probability of y value, the conditional entropy of Y given X, and the information 
gain that is a symmetrical measure reflects additional information about Y given X, 
respectively. 
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Table 1. In order to consider job stress factors, the proposed IJSQ is classified by three catego-
ries, such as physical, psychosocial, and environmental factors. The response factor associated 
with job satisfaction is also incorporated. 

Classification
of factors

Number
of factors Job stress factors 

Physical
factors 7

Adjustable rests, simpler repetitive tasks, proper work surface,
using vibrators, treatment with heavy things, needs to put force,
uncomfortable posture

Psychosocial
factors 50

Increased stringent performance standards, increased job
repetition, increased job regimentation, increased job boredom,
increased rigid work procedures with high production standards
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
Task indication without consistency, the atmosphere of the office
with vertical authority, disadvantage from sexual difference

Environmenta
l factors 13

Task lighting, improper ventilation, summer humidity levels,
winter humidity levels, summer temperature levels, winter
temperature levels, too close of proximity to others creates
feelings of crowding, noise disturbances, exposure to dangerous
materials, danger of accident, insufficient workers, space,
facilities and equipments, cleanness of workplace, overall work
environment

Response 1 Job satisfaction 
 

3.2   Best First Search (BFS) Algorithm  

In much literature, finding a best subset is hardly achieved in many industrial situa-
tions by using an exhaustive enumeration method. In order to reduce the search 
spaces for evaluating the number of subsets, one of the most effective methods is the 
best first search (BFS) method that is a heuristic search method to implement CBFS 
algorithm [5]. This method is based on an advanced search strategy that allows back-
tracking along a search space path. If the path being explored begins to look less 
promising, the best first search can back-track to a more promising previous subset 
and continue searching from there. The procedure using the proposed BFS algorithm 
is given by the following steps: 

Step 1. Begin with the OPEN list containing the start state, the 
CLOSE list empty, and BEST← start state (put start state to BEST). 

Step 2. Let a subset, θ = arg max EVS (subset), (get the state from 
OPEN with the highest evaluation EVS). 

Step 3. Remove s from OPEN and add to CLOSED. 

Step 4. If EVS (θ ) ≥ EVS (BEST ), then BEST ← θ (put θ to BEST). 

Step 5. For each next subset ξ of θ that is not in the OPEN or CLOSED 
list, evaluate and add to OPEN. 
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Step 6. If BEST changed in the last set of expansions, go to step 2. 

Step 7. Return BEST. 

The evaluation function given in Eq. (1) is a fundamental element of CBFS to im-
pose a specific ranking on factor subsets in the search spaces. In most cases, enumer-
ating all possible factor subsets is astronomically time-consuming. In order to reduce 
the computational complexity, the BFS method is utilized to find a best subset. The 
BFS method can start with either no factor or all factors. The former search process 
moves forward through the search space adding a single factor into the result, and the 
latter search process moves backward through the search space deleting a single fac-
tor from the result. To prevent the BFS method from exploring the entire search 
space, a stopping criterion is imposed. The search process may terminate if five con-
secutive fully expanded subsets show no improvement over the current best subset.  

4   Response Surface Methodology (RSM) 

RSM is typically used to optimize the response by estimating an input-response func-
tional form when the exact functional relationship is not known or is very compli-
cated. For a comprehensive presentation of RSM, Box et al. [20] and Shin and Cho  

 

 

Fig. 2. Overview of CBFS method: The left side of this figure represents the subset evaluation 
procedure based on entropy, information gain, and symmetrical uncertainty by considering 
factor-response and factor-factor relationships. The right side of this figure illustrates the BFS 
algorithm in order to evaluate the subsets obtained by the subset evaluation procedure. 

[21] provide insightful comments on the current status and future direction of RSM. 
Using this method, the response function for job stress evaluation is given by  
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( ) Axxaxx TTy ++= 0ˆˆ α  (3)
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where xi terms are control factors, and the estimate of the α ’s in the function is esti-
mated regression coefficients of the second-order fitted response function. 

5   Numerical Example 

In oder to evaluate job stress, a survey was conducted with consideration of the three 
factors categorized in Table 1. The survey was performed by a number of workers 
who are occupied in a manufacturing company. The company consiting appropriately 
200 workers produces marine switchboards, control consoles and thrusters. Manufac-
turing processes include assembly (over 85%), welding and painting. This numerical 
example consists three parts of analysis results, such as a comparative study with con-
sideration of previous methods in terms of overall basic statistics, significant factor 
selections using data mining, and statistical analyses using RSM. 

As shown in Table 2, the results of the proposed IJSQ and previous methods pro-
vide similar values in mean and standard deviation. As shown in Table 3, DM  results 
obtained by Weka software package [22] indicate that seven factors are significant to 
evaluate job stress. Among physical factors, ‘improper work surface’ was selected. 
Four factors including ‘decreased superior support’, ‘decreased peer cohesion’, ‘in-
creased job future uncertainty’, and ‘not up to the expectation of occupation’ are se-
lected in the psychosocial category. Among environmental factors, two significant 
factors were selected, such as ‘danger of accident’ and ‘insufficient workers, space, 
facilities and equipments for tasks’. 

Table 2. A comparative study is conducted using basic statistics (mean and variance) associ-
ated with the degree of job stress among the proposed survey method (IJSQ) and other methods 
(JCQ and GJSQ) to verification purposes. 

Degree of job stress Job satisfaction Survey
methods Mean Standard

Deviation Mean Standard
Deviation

IJSQ 2.48 0.28 2.20 0.33
JCQ 2.47 0.24 . .

GJSQ 2.43 0.25 . .  



234 Y. Lee et al. 

Based on the FS results, RSM was performed using MINITAB software package 
[23]. As shown in Table 4, x1, x2, x3, x5, x6 , and x7 among main effects are signifi-
cantly affect to the response based on significant level 0.05 for the individual t-test. 
x1* x5, x3* x4, and, x3* x5 among interaction effects are  also significant. The global  
F-test indicates that the regression is significant.  

Table 3. Data mining results: In order to evaluate job stress, job satisfaction is regareded as the 
interesting response factor. Seven input factors (one physical, four psychosocial, and two envi-
ronmental factors) are selected from the proposed DA method. 

The response factor Job satisfaction 

Merit of best subset 0.85

Physical 
factors Improper work surface 

Decreased superior support 

Decreased peer cohesion 

Increased job future uncertainty 
Psychosocial 

factors
Not up to the expectation of 
occupation
Danger of accident 

Selected
Evaluator

Selected factors 

Environmenta
l factors Insufficient workers, space  

facilities and equipments for tasks 

Search method Best First 

Search Direction Forward Search
method

Total number of subsets 
evaluated 779

 

Using Eqs. 3, the fitted response function can be estimated as follows: 

( ) Axxaxx TTy ++= 1851.2ˆ
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In terms of model fitness, the response mode is adequate to utilize a response function 
since it has 89.1% R-sq. 
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Table 4. RSM Results: x1, x2, x3, x4, x5, x6 , and x7 represent decreased superior support; danger 
of accident; decreased peer cohesion; increased job future uncertainty; insufficient workers, 
space facilities and equipments for tasks; not up to the expectation of occupation; improper 
work surface, respectively. 

Predictors Coef SE Coef t p
Constant 2.18509 0.02972 73.520 0.000
x1 0.11702 0.04156 2.816 0.006 
x2 0.10985 0.03293 3.336 0.001 
x3 0.25291 0.07615 3.321 0.001 
x4 0.00862 0.03484 0.247 0.805 
x5 0.15759 0.05580 2.824 0.006 
x6 0.15417 0.03885 3.968 0.000 
x7 0.09166 0.04269 2.147 0.036 
x1* x1 0.02283 0.02943 0.776 0.441 
x2* x2 0.03349 0.03475 0.964 0.339 
x3* x3 0.05847 0.03389 1.725 0.089 
x4* x4 -0.04031 0.03529 -1.142 0.258 
x5* x5 -0.01412 0.05275 -0.268 0.790 
x6* x6 0.02161 0.03507 0.616 0.540 
x7* x7 0.04344 0.03395 1.279 0.205 
x1* x2 0.00756 0.03494 0.216 0.829 
x1* x3 0.08132 0.05989 1.358 0.179 
x1* x4 -0.05355 0.04975 -1.076 0.286 
x1* x5 0.13233 0.04469 2.961 0.004 
x1* x6 0.06932 0.04976 1.393 0.168 
x1* x7 0.00319 0.04007 0.080 0.937 
x2* x3 -0.00988 0.06814 -0.145 0.885 
x2* x4 -0.07005 0.04078 -1.718 0.091 
x2* x5 -0.01824 0.05818 -0.313 0.755 
x2* x6 0.07954 0.04442 1.790 0.078 
x2* x7 -0.00890 0.04679 -0.190 0.850 
x3* x4 0.17862 0.07760 2.302 0.025 
x3* x5 0.13727 0.06072 2.260 0.027 
x3* x6 -0.01371 0.09742 -0.141 0.889 
x3* x7 -0.00790 0.05914 -0.134 0.894 
x4* x5 0.03069 0.05302 0.579 0.565 
x4* x6 0.00358 0.04255 0.084 0.933 
x4* x7 -0.01661 0.04729 -0.351 0.727 
x5* x6 0.08079 0.08203 0.985 0.328 
x5* x7 0.03084 0.05257 0.587 0.560 
x6* x7 0.06419 0.04388 1.463 0.148 

S = 0.09352                  R-Sq = 89.1%                 R-Sq(adj) = 83.2% 
Analysis of Variance 

Source DF SS MS F p
Regression 35 4.59021 0.131149 14.99 0.000

Linear 7 3.91662 0.226990 25.95 0.000
Square 7 0.17734 0.008160 0.93 0.488
Interaction 21 0.49626 0.023631 2.70 0.001

Residual Error 64 0.55979 0.008747
Total 99 5.15000  
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6   Conclusion  

In this paper, we first developed a new job stress evaluation model by integrating a 
DM method to find significant factors into the analysis of IJSQ. Based on the results 
of the DM method, we then found important factors affecting job stress among a large 
set of data. The CBFS method in its pure form is exhaustive, but the use of a stopping 
criterion makes the probability of searching the whole data set quickly. Finally, we 
showed that the proposed DM method could efficiently find significant factors by 
reducing dimensionality. Using DM results, RSM was conducted to provide statistical 
relationships among input factors and their associated response. Survey data from 
manufacturing company were used to conduct the numerical example. The proposed 
method effectively demonstrated significant factors related to the interesting response 
by providing detailed statistical inferences in this particular example. In order to man-
age quality of raw data, scientific outlier tests using expectation maximization (EM) 
algorithm can be a possible further research opportunity.  
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Abstract. Wireless hotspots are permeating the globe bringing interesting ser-
vices and spontaneous connectivity to mobile users. In order to enable the eld-
erly and disabled to be fully integrated into the society, it’s of paramount  
importance to build a pervasive assistive environment where assistive services 
can be automatically discovered and easily accessed with the device-to-hand 
across the physical spaces. In this paper, we propose a framework that can sup-
port impromptu service discovery and context-aware service access with mobile 
devices in heterogeneous assistive environments. Different from the existing  
approaches, the framework requires no specialized hardware or software instal-
lation in mobile client devices, it can automatically generate personalized user 
interfaces based on context such as user preference and device capability. To 
demonstrate the effectiveness of the framework, we prototyped a set of assistive 
services in public spaces like shopping malls, leveraging the OSGi-based plat-
form accessible from any WLAN enabled mobile devices. 

1   Introduction 

The rapid growth of the world’s older and dependent population calls for assistive 
services in various living spaces such as home, office, hospital, shopping mall, mu-
seum, etc.. Mobile and pervasive technologies are opening new windows not only for 
ordinary people, but also for elderly and dependent people due to physical/cognitive 
restriction. As wireless hotspots are permeating the globe bringing interesting services 
and spontaneous connectivity to mobile users, one trend is to gradually transform 
various physical environments into ”assistive smart spaces”, where dependent people 
can be supported across all the heterogeneous environments and be fully integrated 
into the society with better quality of life and independence.  

In order to provide services in various assistive environments, impromptu service 
discovery and access with heterogeneous mobile devices become critical. There are 
two possible ways to make the services accessible to mobile users. One way is to get 
connected to a global service provider and access the location-based services through 
the service provider. In this case, the service provider needs to aggregate all the ser-
vices in the smart spaces and have the indoor/outdoor location of the user. Due to the 
evolutionary nature of the autonomous smart spaces, it is unlikely to have such a 
powerful service provider in the near future. The other way, which we are in favor of, 



 Supporting Impromptu Service Discovery 239 

is to enable the mobile user interact with individual smart space directly when the 
mobile user physically enters the space, that is, the mobile user can automatically 
discover and access the services provided by the smart spaces. In the latter case, the 
mobile user needs to get connected directly to the individual smart space using short 
range wireless connectivity. 

There are two key challenges to achieve impromptu service discovery and access. 
The first challenge is how to automatically discover the relevant services upon enter-
ing the smart space; the second challenge is how to generate a personalized user inter-
face for the specific mobile device based on user’s preference and device capability. 
To address the first challenge, various software [1][2][3] and hardware [4][5][6] 
“plug-in” methods have proposed. The key idea was to embed specialized software or 
hardware components in both the mobile device and the environment which follow 
the same service discovery protocol, however, there is still no dominant solution that 
was standardized and accepted by the whole community. To address the second chal-
lenge, various device-independent user interface generation mechanisms [7][8][9][3] 
have proposed. The key idea was to separate the definition of a user interface from 
that of the underlying service, however, the user profile and interaction style were not 
well studied for impromptu generation of user interfaces for dependent people. 

In this paper, we aim to design a new framework for dynamic service discovery 
and access in heterogeneous assistive environments, using a wide spectrum of WLAN 

enabled mobile devices. The proposed framework is designed to achieve the goal of 
impromptu service discovery and personalized device-independent service access. 
While the framework requires “minimum” set-up on the mobile devices, it is capable 
of generating appropriate user interfaces in mobile devices, according to the user 
preference and device context. 

The rest of the paper is organized as follows: Section 2 starts with a use scenario 
for assisting a disabled person in a shopping mall environment, from the use case six 
system requirements are identified  for supporting impromptu service discovery and 
access in heterogeneous assistive environments. After presenting the overall system 
design for impromptu service discovery and access framework in Section 3, an auto-
matic service user interface generation mechanism according to the user context and 
device capability is described in Section 4. Then Section 5 gives the implementation 
details about the service framework and some assistive services in a shopping mall 
environment. Finally, some concluding remarks are made.  

2   Use Case Scenario 

Before elaborating technical details on the system, we would like to provide a sce-
nario motivating the assistive services which need impromptu discovery and access in 
smart environments. From the scenario, system requirements can be derived. 

Bob, a person with disability on wheelchair, would like to buy some movie DVDs 
in a new shopping mall. Upon entering the mall, he is presented a navigation service 
on his wireless PDA so that he finds that one DVD shop is located in third floor. 
When approaching the nearest lift, he finds a lift control service in his PDA as he is 
not able to push the button in the lift. He accesses the lift control service and see a 
user interface with big fonts as it’s difficult for him to touch small icons. He selects 



240 D. Zhang et al. 

level 3 and finds the DVD shop. In the shop, he is presented with 2 services: one is 
the DVD finder which helps him locate the DVD in a specific shelf, the other is a 
movie recommendation service that recommends movie DVDs based on his prefer-
ence.  

Apparently, in the above use scenario, impromptu and context-aware service dis-
covery with mobile devices is a first requirement; the automatic generation of user 
interface of the selected services is also needed, based on the user’s preference, physi-
cal constraints as well as the device capability. Concretely, the following require-
ments need to be satisfied in the mobile device and environment: 

• R1: Minimum assumption on mobile devices: One of the first ideal features for 
impromptu service access is that the mobile device doesn’t need to install any spe-
cialized software or hardware in order to interact with the services in a certain  
environment. The “minimum” assumption means leveraging general purpose soft-
ware/hardware set-up already deployed in mobile devices.  

• R2: Automatic discovery of services in heterogeneous spaces: Another ideal fea-
ture for impromptu service access with mobile devices is the automatic discovery 
of the relevant services in the smart environments.  

• R3: Heterogeneous service aggregation: As the devices and services are heteroge-
neous, they also vary greatly in different environments. There should be an effec-
tive mechanism and platform that facilitates the management of both static and  
dynamic services associated with each smart space.    

• R4: User and environment context consideration: In order to present the right ser-
vices to the right person in the right form, user and environment context should be 
taken into account for service discovery and access in each smart space.  

• R5: User interface generation according to user context and device capability: As 
the users and access devices vary, impromptu and personalized user interface gen-
eration based on user preference and device capability should be supported.  

• R6: Secure service access and information exchange: When the mobile users ac-
cess certain services, user inputs and the output of the services need to be ex-
changed in a secure manner. Privacy should be guaranteed as well. 

3   System Architecture for Impromptu Service Discovery 

To address the above-mentioned requirements, we propose and implement a im-
promptu service discovery and access framework which enables the services in het-
erogeneous environments accessible to any WLAN enabled mobile device, according 
to individual user’s preference, situation and device capability. The system is de-
signed corresponding to the six identified requirements as follows: 

• R1: In order to communicate locally with the smart space, we assume that the mo-
bile devices should have at least the built in WiFi chipset to allow wireless connec-
tivity and a web browser to access the web server hosting the services of the smart 
spaces. The requirement on mobile devices is “minimum” as it doesn’t rely on any 
specialized software or hardware. Both the WiFi capability and the web browser 
are general purpose set-up popularly found in many mobile devices. 
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• R2 & R3: Following the minimum assumption on mobile devices, it requests that 
the services are associated with a specific “smart space” like a shopping mall, a lift, 
or a DVD shop. When the mobile devices are detected within a certain smart space, 
the services can be automatically discovered and presented in the mobile devices. 
The automatic service discovery is enabled by the captive portal and service portal 
mechanism as shown in Fig. 1. When the mobile device connects to a wireless hot-
spot, the browser is detected by the Captive Portal (1), and forwarded to the Ser-
vice Portal (2). The user can then browse the available services (3), and invoke a 
service through his mobile device (4). We adopted the open standard-based service 
platform such as OSGi [10] to aggregate various services and provide the service 
portal in a specific smart space. OSGi is known as a service platform which al-
ready supports various devices and services such as UPnP, Jini, HAVi, X-10, etc.   
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Fig. 1. Service discovery through captive and service portal mechanism 

• R4: The relevant contexts that might facilitate service discovery/access include the 
user preference, user identity, location, orientation, and the device context such as 
screen size and input/output constraints. The “Semantic Space” [11] has been pro-
posed and implemented to manage the context about users, devices and the envi-
ronment. The function of the context manager is to acquire, process and provide 
contexts to specific context-aware services in smart spaces. Some examples of the 
context are: “who is approaching the lift ?”, “what’s user’s preference about watch-
ing movie ?” , “what is the screen size of the mobile device ?”.  

• R5: Separating the user interface from the service functionality is the key for the 
generation of user interface to different targeted platforms. The user constraints 
and device constraints have given new impetus to the need for personalized user 
interface generation. The detailed user interface generation mechanism is given in 
Section 4. 

• R6: As the web browser is the user interface shown in the mobile device and con-
nected with the services in the smart space, thus certain security mechanisms and 
information exchange profiles need to be defined and agreed upon. In the system 
design, the user authentication and information exchange profile are associated 

1 
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with individual service. When a service gets accessed, it will invoke the associated 
authentication and information exchange process. The W3C Composite Capabili-
ties/Preferences Profile (CC/PP) [12] is recommended to exchange information be-
tween the personal device and the environment services. 

The overall system architecture is show in Fig. 2 where each smart space has a im-
promptu service discovery and access framework embedded as a server. When the 
dependent people move from one space to another with a WLAN enabled mobile 
device, his mobile device’s web browser will be directed by the captive portal in the 
framework to the service portal of the new smart space. The middleware core refers to 
the OSGi service platform, which aggregates the heterogeneous devices and services 
(UPnP, Jini, HAVi, Web Services, etc.) in each space. The context manager is the 
context middleware “Semantic Space”, which facilitates service discovery and access 
with mobile devices. The services refer to the aggregated services offered by the de-
vices and software sources in each space. Based on the user preference and device 
capability, the UI generator automatically generates the appropriate user interface for 
the service accessed on the device-to-hand. 

 

Fig. 2. Impromptu service discovery and access framework for multiple spaces 

4   Automatic Generation of Personalized User Interface 

In order to facilitate automatic user interface generation, services in the OSGi based 
service framework are decomposed into the following three parts [13]: 

• Program code: it consists of the service logic and related methods. 
• Interface description: it provides the template of input/output parameters as well as 

the device independent presentation of the service. It provides a high-level abstrac-
tion of the user interface which takes the form of XML file. Different modalities 
such as visual, auditory, and tactile are also described in the file. 
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• Service profile: it contains the description of the service properties such as suitabil-
ity in terms of user group (for blind only), device group (Nokia phone), and func-
tions. The service profile serves mainly for service filtering purpose. 

With the service description as input, the UI generator is responsible for automati-
cally generating the graphical user interfaces for different target platforms, taking into 
the following factors into consideration: interaction techniques, user preferences and 
device capabilities. The UI generation process is illustrated in Fig. 3. 

Aligned with the current trends in web programming, XHTML now only presents 
structural data of the web pages, while all the layout styling is handled via Cascading 
Style Sheets (CSS). This dissociation of presentation from model allows us to handle 
the XHTML form structure separately from its layout. 

Utilizing the standard procedure of transforming XML to XHTML, a Service Inter-
face Description (Sid) XML document is pushed through the XSLT processor to pro-
duce the XHTML user interface (UI) form. This is the basic version with no stylizing. 
The use of the XSLT processor and document allows for output to other formats than 
HTML that can serve as UIs for non-browser-based devices, or web services. 

 

Fig. 3. Generation process of user interfaces according to user context 

Our contribution involves providing a Preferences Processor to take user prefer-
ence and device profile in XML format and generating CSS that would style the out-
put XHTML form appropriately. The system requires that the file for the CSS has a 
predefined name that the XHTML form knows to point to. Depending on the profiles 
of the user and device, a different CSS style-sheet would be generated. Since the 
XHTML file and the Sid XML are not manipulated by the Preferences Processor, 
developers familiar with the XML-to-XHTML conversion can easily augment their 
user interfaces with preference-sensitive style-sheets. 

By generating the XHTML based on the Sid XML in the server side and providing 
the CSS based on the user/device profile in the mobile device, the personalized UI can 
be automatically generated as shown in next section for different users. 

 C
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5   Implementation of Prototypes  

We have implemented a prototype of the impromptu service discovery and access 
framework using the ProSyst OSGi service platform as the middleware core. All the 
assistive services are wrapped as OSGi bundles in the framework. Each assistive 
service implements its specific interface, and each interface has to contain a common 
method called “getInterfaceDescriptionURL”. This method intends to be called by the 
UI generator when the user selects a service and pass the URL of the service descrip-
tion file to the UI generator. Upon loading the Sid XML file, the UI generator will 
parse it to generate the corresponding GUI and associate the GUI with the service 
logic and methods. 

In each logical smart space, we install the captive portal on a Linksys WRT54GL 
WLAN router. On entering the smart space, the web browser of each mobile device is 
automatically directed to the service portal showing the offered services. For aggrega-
tion of devices, we implemented a UPnP wrapper service built over Kono’s Cyber-
Link for Java UPnP library, providing web access capabilities. Links generated in the 
service portal point to the presentation URLs of the UPnP services. Fig. 4 shows the 
system set-up consisting of a Linksys WLAN router, a Samsung Q1 UMPC, an OSGi 
service platform, an Axis UPnP camera, and a set of assistive services in the shopping 
mall environment.  

For the shopping scenario in a DVD shop, a snapshot of assistive services includ-
ing a DVD finder and a movie recommender is shown in Fig. 5(a). By choosing the 
DVD finder service, the user can locate the DVD collections in a certain shelf (Fig. 
5(b)). The user can also invoke the movie recommendation service to ask for an im-
promptu recommendation, based on the user preference and device capability. The 
detailed recommendation algorithm can be found in [14]. 

 

Fig. 4. Impromptu service discovery and access platform 

For the lift control use case in the shopping mall, Fig. 6 shows the automatic gen-
erated user interfaces of the lift control service for different users and different devi- 
ces. Depending on the preferences of the user, he would see a different UI. For 
example, when invoking the lift control service, a young dependent man could see the 
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(a)                                                             (b) 

Fig. 5. A DVD Shop-specific service: CD finder 

 
 (a)                                   (b)                               (c) 

Fig. 6. Generated user interfaces according to user and device context 

UI in Fig. 6a with a vivid design. While an elderly person with poor eyesight access 
the service, the UI generated is shown in Fig. 6b with larger font and a higher contrast 
ratio. The UI generation is also adaptable to device context such as screen size. Fig. 6c  
shows the same lift control UI rendered for a smaller screen. 

6   Conclusion and Future Work 

We have proposed and implemented a framework for impromptu service discovery 
and access in heterogeneous assistive environments. The distinct features of the 
framework are: 

• Achieving impromptu service discovery with a “minimum assumption” on 
mobile devices through a proposed captive and service portal mechanism. 

• Automatically generating personalized user interface according to the user 
preference and device capability.  
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While the framework developed showed encouraging results, there are several is-
sues which we plan to address in the future work: 

• Although OSGi service platform can support heterogeneous devices and ser-
vices, proper tools still need to be developed to transform the other services, 
especially legacy services into OSGi service bundles. 

• When more than one WLAN routers are put in vicinity, the user is still re-
quested to manually select the appropriate access point. 

•  Security and privacy issues are not addressed in the current system set-up. 
• The preferences of different type of dependent users need to be systemati-

cally understood and the usability issue of the assistive services and gener-
ated user interfaces need to be studied. 
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